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Vessels Detection of Digital Retinal Images 
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ABSTRACT 

Automated diagnoses for retinal images have become an important and necessary 

procedure in the ophthalmology. There are large efforts and researches to automate this 

process. Retinal blood vessels segmentation is considered an initial and important task for 

diagnoses of retinal images. Thus, a reliable method of vessel detection that preserves 

appropriate measurements of the blood vessels is needed. Many techniques have evolved 

for detection of blood vessels from retinal images. Two-dimensional Gaussian Matched 

Filter (GMF) is the most widely used technique for this purpose and has been deployed 

by many systems. Therefore, improving its response is highly desirable. Second order 

derivative of the GMF is also used for detection of the blood vessels. The GMF and its 
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second order derivative may vary in many ways depending on parameters governing its 

response. 

 

 In this thesis, an optimization system for the GMF and its second order derivative 

are proposed for the purpose of increasing the detection rate to blood vessels. This 

optimization is achieved by proposing better filter parameters. This is carried out using 

genetic algorithm, since its form an effective solution for optimization problems and it 

depends on a natural selection through a large search space. The area under the Receiver 

Operating Curve (ROC) and the Maximum Accuracy (MA) are used as fitness functions 

for the genetic algorithms. Also they are considered as an evaluation measures for the 

enhanced matched filter, where only the first image from the DRIVE database are used as 

input to genetic algorithms. Then, the enhanced matched filter and its second order 

derivative are tested on the two publicly available databases: DRIVE and Hoover 

databases. The evaluation measures are calculated on all the test images in DRIVE 

database, which achieves an average area under the ROC of 0.9609 and the Maximum 

Average Accuracy (MAA) of 0.943.  

 

In conclusion, the results are superior to the previous described parameters. Also 

it is comparable to the other existing described techniques for automated vessels 

detection, even to those requires many steps and complex algorithms in contrast to the 

matched filter.  Since till now no one automated segmentation technique could achieve 

accurate results as those of the manual one, room is still open for further improvements. 

So, we recommend further modification to the matched filter to detect smaller vessels.  
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Introduction 

1. Problem Overview 

Automated Diagnosis for retinal images have become an important and 

necessary procedure in ophthalmology and there are large efforts and researches to 

automat this process. Pathological changes in the retinal blood vessels can lead to  

many forms of blindness, in particular, diabetic retinopathy (Banumathi et al., 2003), 

(Hoover et al., 2000 ), and (Zhou et al., 1994). These pathological processes cause 

characteristic changes in the color and shape of retinal vessels, such as narrowing or 

widening of some vessels, growth of new vessels, or developing irregular edges. For 

example, arteriosclerosis can cause the blood vessels to acquire a copper or silver 

color, diabetes can generate new blood vessels, hypertension may result in focal 

constriction of retinal arteries, and central retinal artery occlusion usually causes 

generalized constriction of retinal arteries while central vein occlusion typically 

produces dilated tortuous veins.  

 

In general, retinal complication of some diseases (e.g. diabetes) can’t be 

prevented but can be moderated if early intercepted after periodic screening of retinal 

images to detect the early signs of such diseases (Singer et al., 1992). Due to the large 

number of patients undergoing regular screening, and of the vessels in the image to be 

screened, physicians, with a manual segmentation of the blood vessels, have a hard 

and repetitive work to analyze and diagnose these images. This is time and cost-

inefficient resulting in unreliable task. Because such segmentation is considered an 
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initial and important task for diagnoses of such a huge number of retinal images, 

automating this procedure (taking digital retinal images by a special camera and let 

the computer analyze and diagnose it) will reduce these efforts and be time and cost-

saving. 

 

Because retinal vasculature are considered the most stable structure appearing 

in the retinal images, the vascular tree represent the most appropriate measurement 

for the many applications (Zana and Klien, 1999). The position, size, and shape of the 

vasculature provides information which can be used to locate the optic disk and fovea 

(Hoover et al., 2003). Another important application is detecting and revealing the 

status of a number of eye lesions. Finally, the vascular tree is used in image 

registration via monitoring the progression of such lesions by investigating serial 

images (Zana and Klien, 1999) and (Goatman et al., 2003). Thus, a reliable method of 

vessel detection that preserves appropriate measurements of the retinal blood vessels 

is needed. 

 

2. System Structure  

Improvements on the response of the Two-dimensional Gaussian Matched Filter 

(GMF) and on its second order derivative are proposed in this thesis. The GMF forms a 

basis of many detection techniques that exist in the literature and improving its response 

is highly desirable. So, by this we will improve the response of all other detection 

techniques that use it. The effectiveness of the GMF in highlighting the low contrast and 
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narrow vessels and producing a complete and continuous map of blood vessels motivate 

us to improve the response of the GMF. 

 

Based on the optical and spatial properties of objects to be recognized, two 

dimensional GMF is used (Chaudhuri et al., 1989). The idea of the GMF can be briefly 

described by the following steps: Firstly, a number of samples for a cross section of the 

blood vessels of the retina are taken, and the grey level profiles of these samples are 

approximated by a Gaussian shaped curve. Then, from this approximation an equation for 

filter coefficients is built. After that, a set of twelve kernels are derived from this equation 

and applied to the image for all twelve directions. Finally, the corresponding responses 

from all kernels are compared, and for each pixel only the maximum response of the 

convolution process is to be retained. 

 

The GMF has some parameters governing its response and the values of these 

parameters have been proposed by (Chaudhuri et al., 1989). By second order derivative 

of GMF, (Gang et al., 2002) have added an additional valued parameter that helped to 

control the width of the blood vessel diameter. Many detection methods use the GMF 

with its old parameters. Because these parameters are found by empirical measurements 

(Chaudhuri et al., 1989), we believe that these parameters are not the optimum. So, in this 

thesis the genetic algorithms are used for optimization of the parameters used by 

(Chaudhuri et al., 1989) and (Gang et al., 2002) and subsequently enhance its 

performance. The area under the Receiver Operating Curve (ROC) is used as a fitness A
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function for genetic algorithms by comparing each edge-detected image to a referenced 

hand labeled-image to judge filter parameters. 

 

Many authors (Chaudhuri et al., 1989) and (Banumathi et al., 2003) found that 

rotating the GMF by an amount of 15˚ is adequate to detect vessels with an acceptable 

amount of accuracy (which result of 12 kernels in a different orientations). So, 

experiments in this thesis are done on different amounts of rotation via genetic algorithms 

to find the best degree that enables the detection of vessels in all directions over 180˚ and 

subsequently maximizing the accuracy. 

 

The optimized GMF and its second order derivative are tested on the DRIVE and 

Hoover databases which consist of 40 and 20 images respectively; for comparison 

purposes with other detection algorithms that use the same databases.  

 

3. System Objectives 

 This study is conducted to satisfy number of objectives which are: 

• Improving the response of the GMF and its second order derivative, by proposing 

new filter parameters. 

• Use genetic algorithms to find these parameters. 

• Verifying that rotating the GMF by an amount of 15˚ is the best or not. If not, 

what is the best.   

• Comparing the optimized GMF with the original GMF (Chaudhuri et al., 1989) 

and other detection algorithms which implemented in the literature. 
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This thesis is organized as follows. A problem overview, the structure of the 

optimized system, and the objectives from this system are introduced in this chapter. In 

the next chapter, we will present the other existing methods in the literature for the blood 

vessel segmentation. The description of the GMF and the implementation of the 

optimized system using the genetic algorithms will be illustrated in the theory and 

implementation chapter. Experiments and the analysis of the results for the optimized 

systems are given in the discussion and analysis of results chapter, and the thesis is 

concluded in the conclusions and future work chapter.  
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Literature Review 

Edge detection plays an important role in a number of image processing 

applications such as scene analysis and object recognition (Chaudhuri et al., 1989). An 

edge is defined as set of connected pixels lies between boundary of two regions 

(Gonzalez and Woods, 2002), so it represents a local change or a discontinuity in image 

illumination (Chaudhuri et al., 1989). The edges in an image provide useful structural 

information about object boundaries, as the edges are caused by changes in some physical 

properties of surfaces being photographed, such as illumination, geometry, and 

reflectance. Thus, edge detection is an essential task in computer vision.    

 

1. Detection of Retinal Vessels 

Because the extraction of the blood vessels is not a straightforward under the 

complex nature of retinal images, many researches and studies have been conducted in 

detection of these vessels from these images (Chaudhuri et al., 1989),(Li and Chutatape, 

2000 ) and (Cree et al., 2005). These studies can be classified into two main categories: 

detection of blood vessels edges (Gozalez and Woods, 2002) and (Haralick et al., 1987), 

and extraction of the core of vessels (Chaudhuri et al., 1989).  

 

1.1 Extraction of the Vessel Edges 

The aim of edge detection is to extract the left and right edges of blood vessels. 

An example of edge detectors are Sobel operator, Prewitt operator (Gonzalez and Woods, 

2002) and Canny operator (Canny, 1986), which are consist of two kernels each one is 3 

× 3 that convolve with image and the maximum of their responses are retained at each 
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pixel in the resulted image. But these methods were limited by producing of unconnected 

parallel edges that yield unsatisfactory results. These techniques have good results only 

when the edges are sharp and distinct. However, retinal vessels are usually thin with low 

local contrast and they almost never have ideal step edges. Mathematical morphological 

operations such erosion and dilation operations can also be considered as edge detector 

(Haralick et al., 1989). However, all of these edge detection techniques are not reliable, 

especially when there is a noise or abnormalities in the image (Chaudhuri et al., 1989).  

 

1.2 Extraction of the core of vessels 

The aim of this blood vessel detection technique is to extract the core of the blood 

vessels to design special edge detectors. This category can also be divided into two sub-

categories in respect to the different processing manner: scanning (Chaudhuri et al., 

1989) and (Li and Chutatape, 2000) and tracking (Chutatape et al., 1998) and (Cree et al., 

2005). Scanning is two pass operations; extraction of edge pixels of blood vessels and 

segmentation by a certain thresholding method. Extraction of edge pixels is done by an 

enhancement process, where the desirable image feature points are first enhanced by 

techniques such as convolving a mask processing with the entire image and then the 

segmentation is performed. Whereas, a tracking operation begins at a prior known 

positions in the image. 

 

Scanning and tracking approaches have their advantages and drawbacks, scanning 

approach make complete segmentation for the image but it needs more time and it may 

not work well in noisy environment (Chutatape et al., 1998). In contrast, tracking 
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approach is efficient in computation but may not work well in the case the blood vessels 

fade away, and usually needs operator to specify starting parameters interactively to 

initiate the tracking process (Chutatape et al., 1998). 

 

 Chaudhuri et al., (1989) proposed a method to extract the core features of blood 

vessels by matching the image by two dimensional GMF based on the observation that 

the cross section of blood vessels is approximated by Gaussian-shaped curve.    

 

 2. Two Dimensional Gaussian Matched Filter (GMF) 

 Two-dimensional GMF is one of the template matching algorithms that is used in 

the detection of the blood vessels in retinal images and other applications as well 

(O’Gorman and Nickerson, 1988). It is based on the spatial properties of the object to be 

recognized. The idea of GMF is introduced by taking a number of samples for a cross 

section of retinal blood vessels, then the gray level profile of these samples is 

approximated by a Gaussian shaped curve. The GMF was implemented by a set of 

templates consist of 12 kernels applied on the retina image, and the maximum response 

of 12 kernels represent the resulted image. Then, the resulted image is thresholded by 

optimum threshold where any pixel exceeds this threshold, labeled as part of vascular tree 

of retina (Chaudhuri et al., 1989). 
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3. Amplitude-Modified Second Order Gaussian Matched Filter 

 It has the same idea of the GMF but instead of using the Gaussian filter, it uses 

the second derivative of the GMF to construct the 12 kernels that convolve with the cross 

section of the blood vessel in the retina image (Gang et al., 2002). But these filters 

include an additional factor that measures the vessel’s width to give an accurate detection 

of the blood vessels.   

    

 

4. Retina Detection Systems 

There has already been some work on detection of blood vessels by other 

researchers, but not to the level of performance required for robust automatic 

detection of the entire network of blood vessels. There has also been quite a lot of 

work by other researchers showing that blood vessels measurements are important 

indicators of retinopathy and related conditions, and more detailed study of some 

measurements for retinopathy is required.  

 

Goldbaum et al., (1996) developed a great system for managing the retinal images 

which designed to perform many operations on them such as diagnoses, searching, 

comparing, and classification. This system called STARE system (structured analysis of 

the retina). The first step in STARE system is the image acquisition. Then, a 

preprocessing step is required to prepare a high contrast image for segmentation 

algorithms. After that, the blood vessels are segmented by the GMF as in (Chaudhuri et 

al., 1989). The location of the optic disk is found according to its brightness, convergence 
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of the blood vessels at the nerve and the large vessels entering the nerve from above and 

below. Blue band is used to identify the fovea which appears as a dark spot on this band. 

Final step is the classification and recognition using appropriate classifiers to classify 

input features of a specific object. 

 

Chutatape et al., (1998) developed detection and tracking algorithms of blood 

vessels network in the retinal images. This algorithm depends on the GMF and Kalman 

filters. In the tracking operation, the optic disk is considered as initial points, which are 

convolved with the GMF and record the maximum response in the source list, which in 

turn contains the initial tracking position of one blood vessel. In tracking approach, the 

next possible location is estimated by Kalman filter where the GMF is applied to locate 

the center point and width of the blood vessels. A branching detection technique is used 

to locate the bifurcation points in the vessels network during tracking approach. 

 

A new thresholding technique for segmentation of blood vessel in retina images 

was developed by (Hoover et al., 2000). This technique works on the GMF response 

images which segmented by propping technique. The prop take each piece to test the 

region–based properties if it’s a vessel or not. By this method, a false detection is reduced 

by 15 times over of the basic thresholding of the GMF response. 

 

Two efficient algorithms for blood vessel detection of retinal images using 

entropy thresholding are developed by (Chanwimaluang et al., 2003) and (HongQing, 

2004). The algorithm of (Chanwimaluang et al., 2003) consists of four steps: match 
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filtering, local entropy thresholding, length filtering, and vascular intersection detection. 

The GMF is used to highlight blood vessel detection, and then a blood vessel is 

distinguished from the background by entropy thresholding. Length filtering approach is 

used to eliminate the false detection vessels. 

 

The algorithm developed by (Hongqing, 2004) is consists of two steps: image 

enhancement process and entropy thresholding. The GMF is applied to enhance the blood 

vessels and entropy thresholding technique is used to automatically thresholding the 

image based on grey level-gradient co-occurrence matrix. This algorithm works well in 

normal or abnormal retinal images.  

 

A new likelihood ratio test that combines a multiscale of the GMF response, 

confidence measures and vessel boundary measures is proposed by Sofka et al.,(2005). A 

multiscale of the GMF is used to detect the vessel with different widths. The GMF gives 

a high response to low contrast and small vessels but its disadvantages of false detection 

to the objects other than blood vessels such as optic disk require using another measure to 

distinguish between false responses from true vessels. Vessel confidence and boundary 

measures are used for this purpose, which are measure how close an image region is to an 

ideal vessel profile. From all these measures, a six dimensional vector for each pixel 

location in the image is produced. Then, a learning technique is used to convert this 

vector to the new Likelihood Ratio Vesselness (LRV) that measure if this pixel is a true 

vessel or not. 
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Due to the response of the GMF to the false objects such as lesions and optic disk, 

a post-processing step is required to eliminate these false responses. Abedel-Azeem et al., 

(2002) proposed a new post processing step to locate and eliminate such these problems. 

This algorithm works after applying certain detection technique, where each detected 

object is checked to determine it is a true vessel or not. Objects are classified to a true 

vessel upon two criteria: piecewise linearity and anti parallel edges, otherwise, classified 

as a non-vessel. 

 

A fast method for automated detection of blood vessels in retinal images is 

developed by (Wang et al., 1997). This method is a combination of two basic approaches 

of edges detection; the enhancement/thresholding method and the edge fitting method 

that yield an improvement on the accuracy and the quality of the vessel detection. In the 

enhancement/thresholding method, a Sobel operator are applied to detect the edges of the 

vessel, the edges are thinned to preserve one seed point at each cross section of the 

vessels which are converted to a binary map using local windowing and local 

thresholding. In the edge fitting method, a twelve 15 × 15 binary GMF are constructed to 

search for a vessel segments of all possible directions. A single-linkage region growing 

technique with locally adaptive thresholds is used to produce the final vascular tree. 

 

An improvement on the response of the GMF (Chaudhuri et al., 1989) for blood 

vessels detection of digital retinal images is proposed by (Al-Rawi et al., 2006). The 

response of the GMF is improved by changing its parameters, where these new 

parameters are found by an optimization program based on an exhaustive search. A new 
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thresholding technique is also proposed by the (Al-Rawi et al., 2006) that based on a 

morphological operations. The area under ROC and the MAA are used as an evaluation 

measures on a DRIVE and Hoover database and used for comparison purpose with other 

detection techniques. Although (Al-Rawi et al.,2006) found new parameters for the GMF, 

but these parameters might not be the optimal, because the optimization program that 

used is a simple program; based on the exhaustive search and the search space are not 

vary large. 

 

Li and Chutatape (2000) developed a system that analyzes the fundus images to 

facilitate diagnosis procedure. In which, different algorithms developed to detect optic 

disc, blood vessels, and exudates. The detection of optic disk is performed in a red 

component by three steps; identification of the candidate area, applying Sobel operator to 

detect the edges, and the LSR is used to get the estimated circle. The blood vessels and 

exudates are detected using kirsches method in different color bands of the retinal image. 

Kirsches method is used to detect the blood vessels from the green band, because the 

blood vessels have high contrast on it. The resulted image is computed by convolving the 

green component with the eight templates, each one is 3 × 3 size via different directions. 

The maximum responses from the convolution represent the resulted image. This resulted 

image contains the blood vessels and the exudates that can be separated by morphological 

operator. But if the Kirsches filters are applied on the red component, only the exudates 

will be detected. 
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The comparative study analysis of three different templates matching algorithms 

for detection of blood vessels in grey level and colored retina images presented in 

(Banumathi et al., 2003). This study shows that the GMF in (Chaudhuri et al, 1989) gives 

the complete and continuous vessels map, but can’t detect the small vessels compared 

with binary GMF. It can perform seven times faster than GMF. The third algorithm is the 

Kirsches template matching which used to detect blood vessels in both grey-level and 

color images and produce a continuous vessels map but it can't detect small vessels and 

can't remove the noise.  

 

Comparative study for different number of segmentation methods for retinal 

vessels is performed by (Neimeijer et al., 2003). Also, anew supervised technique which 

called pixel classification is developed to segment blood vessel from retinal images. Pixel 

classification method is compared with other methods from the literature; one of these 

methods is the GMF. Neimeijer et al., (2003) used the area under the ROC and the MAA 

as an evaluation measures in his comparison. The study show the pixel classification 

methods got higher ROC but the second observer still perform better, while the lowest 

ROC is achieved by GMF which implemented as in (Chaudhuri et al. 1989). 

 

Another comparison is performed by (Cree et al, 2005) between wavelet approach 

which developed by (Cornforth et al, 2004) and other algorithm from the literature. As an 

example for these algorithms: GMF (Chaudhuri et al., 1989) and Morphological tophat 

and curvature estimation (Zana and Klien, 2001). This comparison is conducted on a A
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STARE database and the efficiency of these vessel detection methods is evaluated using 

Free-response Receiver Operating Characteristic (FROC) analysis.  

 

Zana and Klien, (2001) presented an algorithm to segment a vessel-like profile 

patterns using morphological operation and curvature evaluation. This algorithm starts by 

noise reduction, then detection using morphological operations and removal of 

undesirable pattern. Properties of blood vessels such, brightness, piece-wise connectivity, 

and linearity make using the morphological operation is convenient for blood vessel 

segmentation, but other patterns will respond to the morphological operations. Thus a 

cross–curvature evaluation is performed to distinguish a vessel from the background 

patterns. Zana and Klien, (2001) made a comparison between their algorithm and other 

detection algorithms from four criteria: detection of the largest vessels, the ratio of false 

detection, the accuracy of bifurcation points that identified in the vascular structure, and 

the continuity of the segmented structure.  

 

A segmentation of blood vessels in color retina images by tracking of vessels is 

proposed by (Cree et al., 2005). A two-dimensional model of the vessel profile to a local 

region of the vessels is used to measure the diameter and the orientation of this local 

vessel segment. These measurements are computed accurately to proceed the tracking 

algorithm. This model is modified to enable tracking a tortuouse vessel, and also a 

method to detect vessel branches is also presented in this paper.    
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Tolias et al., (1998) presented an unsupervised fuzzy algorithm for vessel tracking 

to detect the blood vessels in retinal images. This algorithm distinguishes between vessel 

and non-vessel regions along a vessel profile by using the fuzzy C-means clustering 

algorithm which provided by a preprocessed images. Tolias et al., (1998) also used other 

methods to check the correctness of the detected vessels and handing junctions and forks.  

 

Ridge-based vessel segmentation of retina images is presented by (Staal et al. 

2004). This supervised method based on extraction of image ridges, which grouped into 

sets that approximate straight line elements. These sets used to partition the retina image 

into patches by assigning each pixel of the images to the nearest set. For each pixel, a 

feature vectors are computed depending on the properties of patches and line elements. A 

KNN classifier is constructed using selected features by sequential forward selection 

matched with the training data to detect vessel pixels. The ROC area is used as an 

evaluation measure of this new technique under new two databases; The DRIVE and the 

Hoover database for comparison purpose with other techniques used for vessel detection. 

   

Soares et al., (2004) used a 2-D Morlet wavelet and a supervised classification to 

segment retinal blood vessel. Each pixel in retinal images is represented by a vector 

which consists of the intensity of the pixel and the response of a continuous two-

dimensional Morlet wavelet transform at a multiple scale. A preprocessing step is 

required to eliminate a noise and enhance a vessel because the Morlet wavelet is able of 

tuning to specific frequencies. Fast classification for a complex decision surface produced 

by Bayesian classifier with a Gaussian mixture model as a class likelihoods. The DRIVE 
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and the Hoover database are used to evaluate the performance of this method. The 

training data for the classifier is provided by the training images. Joao et al., (2004) 

plotted the ROC between the fractions of true positive and false positive to compute the 

area under the curve to evaluate their algorithm and to compare it with other algorithms 

reported in the literature.  

  

A new algorithm is proposed to detect large and small blood vessels in retinal 

images by (Wu et al., 2006). This algorithm begins by taking the green band of color 

retina images for preprocessing steps which consist from illumination equalization and 

adaptive histogram equalization for contrast enhancement. Then, features of small vessels 

are extracted using standard deviation of Gabor filter response via different orientation. 

Finally, a tracing algorithm is used to find a final vessels map which consists from small 

and large vessels. The tracing of vascular network consist of three procedures: forward 

detection, backward verification and bifurcation detection. Wu et al., (2006), use a false 

and true positive ratio pair as an evaluation measure on Hoover database. 

 

Many researchers apply the GMF as enhancement procedure before applying 

their main algorithms (Hoover et al, 2000), (Chanwimaluang et al., 2003), and 

(HongQing, 2004). So, efforts for maximizing the efficiency of this procedure are 

highly desirable. Hence, the optimized GMF alone gives good results; surely the 

accuracy of other algorithms that use the GMF will increase in parallel with 

improvement on GMF. 
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5. Genetic Algorithms  

Genetic Algorithms form effective solution for optimization problems 

(Goldberg, 1989) and (Mitchell, 1997). They can be considered as probabilistic search 

algorithms and efficiently search a large and a complex space to find nearly optimal 

solution. The genetic algorithms are introduced in 1970s by John Holland (Holland, 

1970). 

 

Genetic algorithms can be used for parameter optimization and feature 

selection (Goldberg, 1989). Joint parameter optimization is an optimization problem 

which consists of searching the space of all possible parameter settings to identify the 

combination that is optimal or near-optimal since exhaustive search in large space is 

not effective. The genetic algorithms are more realistic approach to search the space, 

where they explore different areas of the search space in parallel.   

 

There is many works in the literature that used the genetic algorithms to search 

for the best combination of certain parameters for optimization purpose. Silva et al., 

(2002) used a genetic algorithm to optimize image clustering using unsupervised 

Artificial Neural Network (ANN). The clustering optimization is achieved by 

optimizing the neural network training parameters. The genetic algorithms also used 

by (Simunic et al., 1998) to search for transformation parameters space and distance 

transform to compute the effectiveness of the match measure in global matching of 

partial view images. 
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An improvement obtained by applying a distributed genetic algorithm to a 

problem of parameter optimization in medical images is proposed by (Bevilacqua et 

al., 2001). Otobe et al., (1998) developed an optimization procedure for enhancing a 

specific component in the digital images based on the genetic algorithms. The fitness 

is evaluated to find appropriate filtering operations and their parameters based on the 

reference image given by the user as a standard image.    

 

A very popular problem in image segmentation is active contours which have a 

problem in setting of many sensitive parameters. The genetic algorithms are used by 

(Rousselle et al., 2003) to find an appropriate setting for these parameters. Ahrens, 

(2005) used the genetic algorithms to determine the registration and the point spread 

function parameters for superresolution which is the process of producing a highly 

resolution image from a collection of low resolution images. Superresolved image is 

produced by genetic algorithm optimization of the previous superresolution method.  
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THEORY AND IMPLEMETATION 
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Theory and Implementation 

1. Gaussian Matched Filter (GMF) 

The GMF is one of the template matching algorithms that can be used in the 

detection of the blood vessels in retinal images. It is based on the spatial properties of the 

object to be recognized. The idea of GMF is introduced by taking a number of samples 

for a cross section of retinal blood vessels, then the gray level profile of these samples is 

approximated by a Gaussian shaped curve. Figure 1.a shows the green band of original 

image of the retina and Figure 1.b shows the gray level cross section profile at row 

number 110 for the retinal image shown in a. Figure 2.a shows a magnified segmental 

image from Figure 1 that contains small vessels and Figure 2.b shows the gray level 

cross section profile of one row on it (25) to demonstrate the shape of small vessels. 

 

1.1 Design and Implementation of GMF 

The GMF designing is based on a number of properties for blood vessels, which are 

useful for vessels analysis (Chaudhuri et al., 1989). 

Properties of Retinal Blood Vessels: 

• Vessels can be approximated as anti-parallel segments. 

• Vessels have lower reflectivity than other retinal surfaces, so it appears darker 

relative to the background. 

• Vessel size may be decreases when moving away from the optic disc, the width of 

the vessel is 2 – 10 pixels depending on the resolution. 

• The intensity profile varies by small amounts from vessel to vessel. 
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• The intensity profile has a Gaussian shape. 
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Figure1  (a) The green band of a digital retinal image  (b) A cross section profile at a 
row number 110 of the retinal image shown in a. 
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The GMF kernel as given in (Chaudhuri et al., 1989) may be expressed by 

Equation (1):  

2 2( , ) exp( / 2 )k x y x σ= − −         2|| Ly ≤∀     (1) 

Where L  is the length of vessel segment that has the same orientation (all the 

cross section profiles for this segment have the same orientation), and σ defines the 

Figure 2 (a) The segmental image from Figure 1(a) that obtain 

the small vessels.(b) A cross section profile at the row number 

25 of the segmental image shown in a. 
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spread of the intensity profile. The negative sign in Equation (1) indicate that the gray 

levels of the vessels are darker than the background. Therefore, the shape of cross section 

of the blood vessels will have an opposite direction of the Gaussian curve.  

 

To be able to detect vessels on all possible orientations, the kernel must be rotated 

to all possible vessel orientations and the maximum response from the filter bank is 

registered. Some researchers (Chaudhuri et al., 1989), and (Banumathi et al., 2003) found 

that rotating by 15o over 180o is adequate to detect vessels with an acceptable degree of 

accuracy (which would result in a filter bank of 12 kernels). To obtain the GMF via 

different rotations a neighborhood N  is defined in Equation (2):  

{( , ),| | , | | / 2}N u v u T v L= ≤ ≤    (2)  

Where T is the position where the Gaussian curve trails will cut, because Gaussian curves 

have infinitely long double sided trails and the trails are truncated at σ3=T  by 

(Chaudhuri et al., 1989). Let ip  be the point that belongs to the neighborhood N which is 

represented by (u ,v), and this point is represented by Equation (3):    

[upi = ]v = [x ]y ⎢
⎣

⎡
θ
θ

sin
cos T

⎥
⎦

⎤−
θ

θ
cos

sin
   (3) 

The corresponding weights in the kernel i  (for θ = 15˚, i = 1,…., 12 ) are given by 

Equation (4):  

2 2( , ) exp( / 2 )ik x y u σ= − −           ip N∀ ∈    (4).  

The filter is normalized to have zero mean as in Equation (5): 

' ( , ) ( , )i i ik x y k x y m= −    (5) 
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Where 1 ( , )
i

i i
p N

m k x y
a ∈

= ∑ , and a  denotes the number of points in N . 

The kernel size of the GMF which is used in the optimization program can be 

calculated from (2) and is given by equation (6): 

22 )1*2()1(_ +++= TLsizeKernel    (6)                             

 

Chaudhuri et al., (1989) performed empirical measurements for the values of 

L  and σ and found that the best parameter values that gave the maximum response 

were 9L = , σ = 2  and 6=T . They did not, however, present their experiments of 

finding L , σ and T. In this thesis, genetic algorithms are used to optimize the set {L, 

σ, T} in one experiment, and {L, σ, T, NOK} in another, where NOK is the number of 

kernels, note that the degree of rotation is computed from ( NOK/180=θ ). 

 

1.2 Detection of Blood Vessels using GMF 

Applying a GMF to segment the blood vessel in retinal images required three 

stages (Chaudhuri et al., 1989): a preprocessing stage is needed to prepare an 

enhanced image for segmentation method. After that, the blood vessel are segmented 

by applying the GMF on the enhanced image. The last stage, which is considered as a 

post processing stage, is performed by thresholding the GMF output image. Details 

about these stages as performed by (Chaudhuri et al., 1989) are illustrated in the 

following sections. 
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1.2.1 Preprocessing Stage  

Vessels detection is based on the green component of the retina images since the 

blood vessels have a high contrast on it. Then, this green component is smoothed by 5 × 5 

average filter to reduce the affect of the noise. After that, an approximation to the image 

as a stationary process is performed by subtraction the local mean from the image and the 

pixel intensities are divided by the square root of local variances.   

 

1.2.2 Vessel Segmentation 

 The twelve kernels which derived from the Gaussian approximation of the cross 

section of the blood vessels by (Chaudhuri et al., 1989) are convolved with the smoothed 

image via all twelve directions then the corresponding responses are compared and for 

each pixel only the maximum response is to be retained. 

 

1.2.3 Post Processing Stage 

 An automatic thresholding technique is used by (Chaudhuri et al., 1989) to 

differentiate blood vessels from retinal background which is proposed by (Otsu, 1979).  

A pixel is labeled as a vessel if the convolution output at this pixel exceeds certain 

threshold. This means that the threshold is selected to give the maximum response of 

GMF. 

 

2. Amplitude Modified Second Order GMF 

 Amplitude modified second order GMF is also used to detect the vessels in retinal 

images and it has the same idea of the GMF in the detection. But instead of using 
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Equation (1), it use the second derivative of this equation to construct 12 kernels that 

convolve with the cross section of retinal blood vessels in all possible twelve directions. 

 

Gang et al., (2002) used a second order derivative of the GMF to add an 

additional parameter that helped to control the width of the blood vessels diameter, which 

yields an improving in the response of the GMF and increasing the success rate of 

detection.  

The second order differential GMF (Gang et al., 2002) is described by Equation (7): 

)2/exp()(
2

1)( 2222
5

σσ
σπ

xxxf −−=      (7) 

Where σ  is a specific parameter of Gaussian filter function that controls the width of the 

filter. But from Equation (7) it is difficult to determine the width of the vessel. Therefore, 

an amplitude factor in the second order Gaussian function is eliminated to become as in 

Equation (8): 

)2/exp()()( 2222 σσ xxxf −−=    (8) 

Also, it is still not possible to determine the vessel width, so the amplitude factor is 

further modified to moderate value, which is the power of theσ  in the amplitude 

dominator and become as follow: 

)2/exp()(
2

1)( 2222
3

σσ
σπ

xxxf −−=    (9) 

Now, it is possible to measure the vessel width with a modified Gaussian filter. 

 

Simulation for the amplitude modified second order GMF with different values of 

the parameter t which exists in Equation (10) are done by (Gang et al., 2002).  
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)2/exp()(
2

1)( 2222 σσ
σπ

xxxf
t

−−=    (10) 

Mathematical analysis to the values of t which resulted from simulation show that 

the vessel’s width can be measured in linear relationship with the “spreading factor” of 

the GMF when the magnitude coefficient of the  filter is suitably assigned. Gang et al., 

(2002) found 5.3=t  is the optimal for vessel detection and measurement. Then, after 

finding the values of σ  for each profile from Equation (10) using 5.3=t , a relationship 

between parameter σ  and the actual diameter of the vessel is determined by (Gang et al., 

2002) to be as in Equation (11) : 

99.003.2 += σd    (11) 

Where d is the diameter of the vessel. 

 

 After that, the filter is extended to be two dimensional of matching vessel segment 

instead of matching a single profile of the vessel cross section (Gang et al., 2002). Then, 

the kernel of the filter can be expressed as in Equation (12): 

 

)2/exp()(
2

1),( 2222
5.3

σσ
σπ

xxyxf −−=        when    
2

,
FWcx

Ly
≤−

≤
   (12) 

 

Where L is the length of the filter window, c is the x position of the center line of 

the filter window along y axis and FW is the width of the filter window. The orientation 

of the filter is assumed to be aligned along the y axis. It’s the same as parameters of the 

matched filter {L, σ, T} but with different names. But, (Gang et al., 2002) used more 
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than one value of σ  along the vessel, where the value of σ  is adaptively adjusted 

according to the vessel width in detection. 

 

In this thesis, we did experiments to optimize the set of {L, T} using 5.3=t and 

different scale of σ . Also we did another experiment to optimize the set {L, σ, T, t} to 

increase the performance of second order GMF.  

   

3. Genetic Algorithms 

Genetic Algorithms form an effective solution for optimization problems 

(Goldberg, 1989) and (Mitchell, 1997), because it can be considered as probabilistic 

search algorithms. Therefore, it is used to improve the performance of the matched 

filter by finding better parameters for L, σ, and T. Initially; we will discuss the main 

concept for genetic algorithm. Then, the optimization of the matched filter and its 

second order derivative using genetic algorithm will be illustrated in subsequent 

sections. 

  

Genetic algorithms operate on a set of individuals (represented by 

chromosomes) called population, where each individual is an encoding of the 

problem's input data. Each individual's fitness is calculated using an objective 

function. In genetic algorithms terminology, each iteration of the search is called a 

generation. From each generation, the fittest individuals are selected then those are 

pooled out to form a base for a new population (offspring) with better characteristics. 

Genetic algorithms are characterized by attributes such as objective function, 
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population diversity, encoding of the input data, selection, crossover, mutation, and 

population size. Below is a description of the genetic algorithms attributes: 

 

3.1. Objective Function 

 It is used to assign each individual in the population a fitness value; an 

individual with a higher fitness represents a better solution to the problem than an 

individual with a lower fitness value. 

 

3.2. Population diversity 

It is one of the most important factors that determine the performance of the 

genetic algorithm because it enables the algorithm to search a larger region of the 

space. Diversity refers to the average distance between individuals in the population, 

where the population has a high diversity if the average distance is large; otherwise it 

has low diversity. 

 

3.3. Population Size 

It is the number of individuals in a population. The larger the population size, 

the better the chance that an optimal solution will be found. 

 

3.4. Encoding 

Genetic algorithms operate on an encoding of the problem's input data (which 

represents independent variables for the objective function). There are various 

methods to encode the problem, but the most common one is the binary encoding, 
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which consists from fixed bit string (strings of ones and zeros) to represent certain 

input data within the problem domain. The following example illustrates a binary 

encoding for a certain chromosome which consists of three input data to the problem. 

Example 1: Example of chromosome with binary encoding 
 

                                         Input data 2 

            Chromosome 1:   110010010101010011100110 

                                 Input data 1         Input data3 

Other encoding techniques are available such as Real-Valued, Character, 

Permutation, and Tree encoding. There is little work has been done on these encoding 

techniques due to little information available a bout genetic algorithms operators on 

them. However, the most appropriate encoding is strongly dependent on the problem 

domain and the environment where the genetic algorithms will operate.  

 

3.5. Elitism  

It is a way to ensure that the highly fitting chromosomes are not lost and 

copied to the new population. Elitism has been found to be very important to the 

performance of genetic algorithms.  

 

3.6. Selection 

Pairs of chromosomes are selected from the population to be parents for 

crossover operation based on their fitness values. Fittest chromosomes are pooled out 

to produce fittest offspring.  
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If the selection is strongly dependent on highly fitting chromosomes, then this 

can reduce the diversity in the population and can result in premature convergence. 

Premature convergence occurs when a local optimal solution is found however there 

is not enough diversity in the population to allow other better optimums to be found. 

In the following, we will mention various methods that used for selection process: 

• Fitness-Proportionate Selection: is the most widely used method because a 

lot of work was done using it in early genetic algorithm studies. In this 

method, the selection is done randomly, where the fittest chromosome have a 

higher probability of being selected, which also is called “Roulette Wheel”. 

When the population size is too small, this method becomes not suitable 

because may occasionally all chromosomes which selected have low fitness 

value. 

• Sigma Scaling: after comparing all fitness values, an appropriate selection is 

done. By this method a premature convergence will be avoided.  

• Rank Selection: each chromosome allocate a relative ranking based on its 

fitness value. The strength of this method that it can’t be affect by highly fit 

chromosome since all selection is performed upon relative fitness not on 

absolute fitness.   

 

3.7. Crossover 

It is a procedure in which a highly fitting chromosome is given an opportunity 

to reproduce by exchanging pieces of its genetic information with other highly fitting 

chromosomes. 
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There is more than one way to perform a crossover: 

• Single-Point Crossover: it is the most commonly form of crossover in the 

genetic algorithms. A single point is chosen randomly to split two 

chromosomes; from the beginning of the chromosome to the split point is 

copied from the first parent, and the rest is copied from the other parent. The 

following example illustrates how single-point crossover occurs between two 

chromosomes with a binary encoding.  

Example 2: Example on a single-point crossover function  

             Parent 1:  100011101010110000011101 

             Parent 2:  101010101100111011101010  

             Crossover Point: 11 

             After Crossover (Offspring): 100011101010111011101010 

Single-point crossover is not efficient due to the limitation in the number of 

ways the chromosomes can be split and joined. That will produce “Position 

Bias” problem in which the position of input data in the chromosomes will 

affect their ability to be combined with other input data. Therefore, it is 

difficult to produce certain combinations of input data due to their position and 

it may take several generations to generate certain combination.    

• Two-Point Crossover: two crossover points are selected randomly, where from 

the beginning of chromosomes to the first crossover point is copied from the 

first parent. The part from the first to the second crossover point is copied 

from the other parent and the rest is copied from the first parent again. This 
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method used to overcome “Position Bias” problem of the single point 

crossover since it allows for more possible combinations of the chromosomes 

during crossover operation, but can’t produce all possible combinations and 

can be more likely to cause disruption between related input data. Example 3 

illustrates how two-point crossover occur between two binary chromosomes: 

 

Example 3: Example on a two-point crossover function 

   Parent 1:  100011101010110000011101 

             Parent 2:  101010101100111011101010  

             Two Crossover Points: 8 and 15 

             After Crossover (Offspring): 100011101100111000011101 

• Uniform Crossover: a random binary vector is created to let a crossover occur 

at any point in the chromosomes. Where if the value in the vector is one, the 

corresponding input data is copied from the first parent; otherwise the input 

data is copied from the second parent. This allows for the greatest number of 

possible outcomes from the crossover but can also be disruptive to related 

input data in the chromosomes. In the following example, uniform crossover is 

illustrated.     

Example 4: Example on the uniform crossover function 

             Parent 1:  100011101010110000011101 

             Parent 2:  101010101100111011101010  

             Binary Vector: 110101111010110101000111 

             After Crossover (Offspring): 101011101110111010101101 

A
ll 

R
ig

ht
s 

R
es

er
ve

d 
- 

L
ib

ra
ry

 o
f 

U
ni

ve
rs

ity
 o

f 
Jo

rd
an

 -
 C

en
te

r 
 o

f 
T

he
si

s 
D

ep
os

it



www.manaraa.com

 54

 

3.8. Mutation 

It is often applied after crossover by randomly altering some genes to 

individual parents. Mutation is necessary to provide population diversity and to 

enable the genetic algorithm to search a broader space. In the following example the 

mutation in case of binary encoding occurs by randomly choosing the 12th bit to 

switch it (changing from 0 to 1 and vice versa). But, in Real-Valued encoding small 

numbers is added or subtracted to the selected values.  

Example 5: Example on the mutation function with binary encoding 

             Parent 1:  100011101010110000011101 

             After Mutation (Offspring): 100011101011110000011101 

 

Genetic algorithm iterates a fixed number of times. Since the function's upper 

bound (the maximum fitness value possible for an individual) is often not found, we 

must limit the number of generations in order to guarantee the termination of the 

search process. This may result in a suboptimal solution. In the next section we 

explain how our genetic algorithms find the best parameter for the matched filter. 

 

Algorithm 1 shows the basic genetic algorithm steps which are common for all 

problems domain. 
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4. Optimization of the Matched Filter by using Genetic Algorithms  

In Genetic Algorithm Matched Filtered (GAMF) experiments, we could obtain 

the best parameters L, σ, and T that result in selecting the fittest individual (the best 

matched filter parameters). In the following, we will mention: what is the technique 

used to encode these parameters, what is the fitness function and how we can evaluate 

it, what is the selection function that used to select the fittest individuals, how the 

crossover and mutation occur in the chosen encoding, and what are the fractions that 

1. [Begin] Create random initial population.  

2. [Fitness] Evaluate the fitness function for each chromosome in the population. 

3. [New Population] Create new population by repeating the following genetic 

algorithm operators until the new population is complete: 

• [Selection] Select pair of chromosomes according to their fitness to be 

parents. 

• [Crossover] Recombine two parents to form new offspring. 

• [Mutation] Make a random change to a single parent. 

4. [Replace] Use the new generated population for further run of the algorithm. 

5. [Test] If one of the stopping criteria is satisfied, stop, and return the best 

solution in the current population to the genetic algorithm. 

6. [Loop] Go to step 2.  

Algorithm 1 depicts the basic steps for the genetic algorithm 

A
ll 

R
ig

ht
s 

R
es

er
ve

d 
- 

L
ib

ra
ry

 o
f 

U
ni

ve
rs

ity
 o

f 
Jo

rd
an

 -
 C

en
te

r 
 o

f 
T

he
si

s 
D

ep
os

it



www.manaraa.com

 56

used in GAMF optimization to determine population size, crossover fraction, elite count, 

and mutation fraction.  

 

Encoding  

A good encoding of the input data is Real-Valued encoding since L, σ, and T 

are represented as real numbers. Thus, each chromosome consisted of three 

independent variables {L, σ, T} will be the input data used to calculate the fitness 

function. In other words, each individual corresponds to a GMF with an instance of 

{L, σ, T} values. 

Example 6: Example of chromosome with Real_Valued encoding which used in our 

GAMF. 

                                          Parameter 2 (σ) 

            Chromosome 1:     [12.5432 0.5678 4.4560 ] 

                           Parameter 1 (L)    Parameter 3 (T) 

  

But, in the experiments that are performed to find the best degree of rotation, 

the input chromosome to the genetic algorithm becomes four instead of three, where 

NOK is the fourth input data in addition to the original three parameters L, σ, and T to 

become {L, σ, T, NOK}. 

   

The Fitness Function  

In certain experiments, we use the area under the ROC as the fitness function of 

the genetic algorithm, which in turn will select the fittest individual represented by 
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the highest area under the ROC coded by its L, σ, and T. If the area under ROC is one 

this means perfect detection. The area under ROC is obtained as follows: 

1) let the input image be f, the input individual which consists of three 

independent parameters to the fitness function are{ L, σ, T}. Applying the 

GMF of {L, σ, T} to f yields the matched filtered output image  fLσT  which is a 

continuous image. By thresholding  fLσT  via different threshold values from 0 to 1 

in a step of 0.05 (assuming the use of normalized intensity and the number of 

thresholds is 20) we obtain several binary images, each image corresponds to a 

certain threshold.  

2) Then, we calculate the true_ratio and the false_ratio for each binary image by 

comparing it with a corresponding hand labeled retina image denoted as h. The 

hand labeled image is obtained from the retinal image by an experienced observer 

to be used for the computer comparison purpose as described in (Staal et al., 

2004). The comparison yields true pixels (pixels detected as vessels yet they 

appear as vessels in the hand label) and false pixels (pixels detected as vessels yet 

they appear as non vessels in the hand label). The true_ratio is obtained by 

dividing the true pixels by the number of vessel pixels in h , and the false_ratio is 

obtained by dividing the false pixels by the number of non vessel pixels in h. 

3) The ROC is used to plot the variation of the false_ratio versus the true_ratio. 

Then, the area under the ROC is calculated and returned to the genetic algorithm 

as a fitness value. 
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One might argue, however, that the area under the ROC is not a proper fitness 

function because what is important after all is the MA value, therefore, other 

experiments are performed using the MA as a fitness function of the genetic algorithm 

which in turn will select the fittest individual that maximizing the accuracy. The MA is 

calculated as follow: 

1) The image fLσT is thresholded at different levels of threshold between 0 and 1 

where the level is a normalized intensity value that lies in the range [0,1] (Otsu, 

1979). 

2) At each threshold the accuracy value is calculated. Where the accuracy for one 

image is calculated by taking the sum for the total number of the pixels correctly 

classified as a vessels and non vessels at a certain threshold. Then dividing the 

sum of pixels in the field of view (FOV), which is the circular area in the retina 

image.      

3) Then, the MA between all accuracy values is selected at a certain threshold. This 

threshold is considered the best threshold.  

 

Selection Function 

 We choose a Rank Selection method for Optimization of the GMF because 

this method not easily affect by highly fit chromosomes since all selection based on 

relative fitness. 
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Crossover Function 

Because we want the largest number of possible outcomes from the crossover, 

Uniform Crossover is used as a crossover function. Example 7 illustrates how the 

uniform crossover occurs in case of Real-valued encoding as in GAMF. 

 

Example 7: Example on a uniform crossover function which is perform in our 

GAMF. 

             Parent 1: [11.5712 0.5678 4.8932] 

             Parent 2: [13.7891 1.2051 7.1801] 

             Binary Vector: [1100110011100101] 

             After Crossover (Offspring1): [11.7812 1.2678 7.1902] 

             After Crossover (Offspring2): [13.5791 0.5051 4.8831] 

Mutation 

 The mutation occurs on the Real-Valued by randomly adding or subtracting small 

values to the selected positions. Example 8 shows how the mutation occurs in GAMF. 

 

Example 8: Example on a mutation function which is perform in our GAMF. 

            Parent 1: [13.7712 0.5058 7.1902]              

Selected operations: subtract from the 2nd position one and add to       

the 7th position one 

            After Mutation (Offspring): [12.7712 1.5058 7.1902] 
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Other Genetic Algorithms Parameters: 

The genetic operators have fixed fractions that are problem dependent. The 

fractions used in GMF parameters optimization are as follow: 

 

• Population size: (30) we set the population size with a moderate number because 

an intensive computation is needed for determining an individual's fitness. In fact, 

to find the fitness values of the whole population of chromosomes, we find the 

kernels of 30 filters. After that each filter is applied to the retinal image and the 

ROC area or the MA is calculated. The block diagram in Figure 3 illustrates the 

steps which are needed to calculate the fitness function for one individual of the 

population under 15˚ degree of rotation.   
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• Elite count: one individual with the highest area under the ROC is chosen to 

survive to the next generation. 

• Crossover Fraction: (0.7), which specifies the fraction that forms crossover 

children from population other than elite children. 

• Mutation fraction: the remaining individuals from the population other than elite 

and crossover children are mutation children. 

 

Pick one individual from the population. 
This individual contains the set {L, σ, T} 

Find 12 matched filters for this individual 
which produced from 15˚ degree of 

rotation 

Convolve the input image with the 12 
filters and take the maximum response 

which is the matched filter output image 

Compute the area under the ROC or the 
MA for the resulted image from the 

matched filter 

Return the area as a 
fitness value 

Figure 3 Block diagram to calculate the fitness function for one 
individual of the population  
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Thus, in one generation there is one individual immigrated from the previous 

generation which has the highest fitness value, the numbers of crossover children are 30 

× 0.7 = 21, and the remaining individuals from the population are the mutation children 

calculated to be 8. The block diagram that illustrates how the genetic algorithm constructs 

the populations in each generation is shown in Figure 4. 

 

Stopping Criteria 

The GAMF optimization is run until no improvement on the fitness values under 

certain number of generation. This is refers to the stall generation terminology, which is 

defined as follow: the genetic algorithm stops if there is no improvement in the objective 

function for a predetermined number of consecutive generations. The genetic algorithm is 

also stop if the function’s upper bound is found (maximum fitness value possible for an 

individual, which is here 1), but this is impossible in the GMF optimization due to the 

false response of the GMF to the optic disk and other lesions in the retinal images. Thus, 

we must determine the number of generations in order to guarantee the termination of the 

search process.  
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Initialize input population each 
individual consist from L,σ  and T 

Evaluate the fitness value for each 
individual in the population 

Rank the fitness values 

Select the fittest individual to survive to 
the next generation 

Select pairs of individuals from 
population according to the fitness values 

Apply crossover and mutation on 
selected individuals 

Replace old population with new one for 
a further run of the algorithm  

If one of the stopping criteria is satisfied  
 

Create new population  

     New population is complete 

Next 
Generation 

Figure 4 Block diagram for genetic algorithm to find the best matched 
filter parameters  

Exit

    Yes

     No 
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Algorithm 2 depicts the steps of GAMF procedure, in general  

1. Begin 

2. Initialize (Range_L = [0 10], Range_σ = [0 15], Range_T = [-5 10], 

Crossover_Fraction = 0.7, Population_zise = 30)  

3. Generate initial population randomly from the predetermined initial range of L, σ, 

and T where each individual consist from L, σ, and T. 

4. Evaluate the fitness function for each individual in the population  

5. Rank the fitness values  

6. Create new population by repeating these steps: 

a. Select the individual that have the highest fitness value to survive to the next 

generation. 

do  

b. Select two parent individuals from the population according to their fitness. 

c. According to the crossover fraction, recombines the selected parents to 

produce new offspring.  

d. With mutation fraction, alter some values in the produced offspring. 

until new population is complete 

7. Replace old population with a new population and use it for a further run of the 

algorithm. 

8. If (one of the stopping criteria is met) then 

Evaluate the fitness function for each individual in the final population  

   stop and return the best individual from the final population 

9. else  

    go to step 4 

10. End  
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Algorithm 3 depicts the steps to construct 12 kernels for GAMF  

1. Begin  

2. Initialize (rotation_degree, L, σ , T) 

3. Kernel_no  180 / rotation_degree 

4. Kernel_size  sqrt ((L+1)2 + (2 * T + 1) 2) 

5. do i  i + 1 

6. for any point (x,y) in the kernel 

7. u  x * cos (rotation_degree) – y * sin (rotation_degree) 

8. v  x * sin (rotation_degree) + y * cos (rotation_degree) 

9. if  ((abs(u) <= T) & (abs(v) <= (L/2)))  then  

10. K(x,y)      -exp(-u2 /2*σ 2) 

11. rotation_degree rotation_degree + degree_increment 

12. until i = kernel_no 

13. do i        i +1  

14. for any point (x,y) in the kernel 

15. if  ((abs(u) <= T) & (abs(v) <= (L/2)))  then  

16. Ki (x,y)  Ki (x,y) – average (Ki) 

17. until i = kernel_no 

18. Return K 

19. End 
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Algorithm 4 depicts the image-filter procedure  

1. Begin  

2. Initialize (I:input_image, K:kernels_vector, N:number_of_kernels, i) 

3. do i        i +1 

4. I’ (i)              imfilter(I, K(i))   // convolve the image by kernel i 

5. until i = N 

6. I’    max_at_each_pixel(I’(1), I’(2), ….., I(N)) 

7. Return I’ 

8. End 
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Algorithm 5 depicts the steps required to evaluate the fitness function for one 
individual from the population. 

1. Begin  

2. Initialize (I:input_image, H:hand_label_image, M:mask_image, 

rotation_degree, L, σ ,T) 

3. K             Find_Kernel (rotation_degree,L, σ ,T)  

   // K contain 12 kernels 

4.  Result_image               Image_Filter (K, I, M)   

// Result_image produced from convolution of the input image with the 12 

kernels and compare all responses to get the maximum response. 

5. ROCArea                GA_ROCArea (Result_image, H)  

OR   

MA   Find_MA (Result_image, H)  

6. Return ROCArea OR MA as a fitness value  

7. End 
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Algorithm 6 depicts the steps needed to evaluate an area under the ROC  

1. Begin  

2. Initialize (Result_image, H:hand_label_image, NoOfLevels, 

LevelDiv:1/NoOfLevels) 

3. Do  i           i + LevelDiv 

4. Thresholded_image           threshold (Result_image) 

5. No_of_true_pixel              compare_image (thresholded_image, H) 

6. No_of_false_pixel             compare_image (thresholded_image, H) 

7. True_Ratio_Vector            No_of_true_pixel / no_of_vessels_pixel_in_H 

8. False_Ratio_Vector           No_of_false_pixel / no_of_non_vessels_pixel_in_H 

9. Until i = NoOfLevels 

10.  area            computeArea(False_Ratio_Vector, True_Ratio_Vector)    

Return area       
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Algorithm 7  depicts the steps required to calculate the MA to different 
thresholded images  

1. Begin 

2. Initialize ( I: input_image, j:threshold_level) 

3. do j        j + 0.05 

4. Threshold_image    threshold(I, j) 

5. Accuracy_vector    Find_accuracy(Thresholded_image) 

6. until j = 1 

7. best_threshold     max(Accuracy_vector) 

8. I’     threshold(I, best_threshold)  

9. Return I’ 

10. End 
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4.1 Implementation of the Optimized Matched Filter  

 The genetic algorithms are implemented in this thesis to optimize the parameters 

used by (Chaudhuri et al., 1989), which consist from three parameters: L is the length of 

the vessels segment that has the same orientation, σ is the spreading factor of the intensity 

profile, and T is the value where the Gaussian curve trails cut. The genetic algorithms 

take the range of these parameters to initialize the input population, and then they run 

until one of the stopping criteria is satisfied. As a result, the fittest individual which 

represent by the highest area under the ROC or by the MA will returned from the final 

population and coded by it’s L, σ, and T in one experiments and L, σ, T, and NOK in 

another experiment. Then, these filter parameters are considered as the optimum filter for 

all images. 

Algorithm 8 depicts the steps required to calculate the accuracy for one image  

1. Begin 

2. Initialize (thresholded_image, H:hand_label_image) 

3. True_vessels             compare_image(thresholded_image, H) 

4. True_not_vessels            compare_image(thresholded_image, H) 

5. [M, N]              size(thresholded_image) 

6. FOV             (M * N) – correctionFactor 

7. accuracy           (True_vessels + True_not_vessel) / FOV  

8. Return accuracy  

9. End 
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 Since the original image may contain small noise and results in false detection 

that will increase the false ratio, a preprocessing stage is required before a genetic 

algorithm start searching for the best GMF parameters. This stage is performed by taking 

the green band of the RGB retinal image since it gives a sharp contrast to blood vessels, 

and then smoothing it by a 3 × 3 average filter to reduce such noise. After that, a genetic 

algorithm is run on a smoothed image to find the best GMF parameters which are used to 

derive the 12 kernels to apply them on the smoothed image. These corresponding 

responses from 12 kernels are compared and the maximum value at each pixel is retained.  

 

 Since each kernel from 12 kernels is convolved with the smoothed image, it is 

important to illustrate how the convolution occurs. The convolution process is performed 

by moving the kernel from point to point in image, where at each point, the response of 

the kernel at that point is calculated using a linear spatial filtering (Gonzalez and Woods, 

2002). For a linear spatial filtering, the response is given by a sum of products of the 

kernel coefficients and the corresponding image pixels in the area spanned by the kernel.  

In general, for a linear filtering of an image f of size M × N with a kernel of size m × n is 

given by the expression:  

∑∑
−= −=

++=
a

as

b

bt
tysxftskyxg ),(),(),(     (13) 

Where 2)1( −= ma  and 2)1( −= nb . To generate a complete filtered image, this 

equation must be applied for x = 0, 1, 2, ……., M-1 and y = 0, 1, 2, ….., N-1.  
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In a final stage, which is also called a post processing stage, two operations on the 

matched filtered output image are performed; smoothing and thresholding. The resulted 

image from the GMF is also smoothed by a 3 × 3 average filter to reduce such noise that 

produce from partially matching a non-vessels objects to the shape of the GMF. Then, the 

smoothed matched filtered output image is thresholded at the optimum threshold, which 

maximizing the accuracy as described in the previous section. 
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Input image 
Take the green 
component of 

the RGB image 

Smoothing by 
3 × 3 

averaging filter 

Preprocessing Stage 

Run the genetic algorithms to 
search for the best parameters 

values for L,σ  and T 

Find the 12 kernels according to 
the best filter parameter 

Convolve the smoothed image 
with the 12 kernels and take the 
maximum response at each pixel   

Post Processing Stage 

Smoothing by 3 × 3 
average filter 

Thresholding the 
smoothed matched filter 
output image at the MA 

  Matched Filter output image  

 Smoothed Image  

 Best Parameters 

Figure 5 Block Diagram for the GAMF optimization 
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5. Optimization of the Second Order GMF using Genetic Algorithms 

In the genetic algorithms second order GMF experiment; we also could obtain the 

best parameters L, σ, T, and t that result in selecting the best second order GMF 

parameters. Here, we will use the same genetic algorithms functions and operators that 

described for the GAMF experiments in the previous section. But here instead of using 

three input data to the fitness function, we will use four as follows {L, σ, T, t}, where t is 

an additional parameter that exist in the second order derivative of the GMF. In other 

words, each individuals corresponds to a second order GMF with an instance of {L, σ, T, 

t} values is a real valued chromosome. 

 

Algorithm 9 depicts the steps required after finding the best parameter by 
genetic algorithm 

1. Begin 

2. Initialize (I:input_image, Lbest, σ best, Tbest) 

3. IGreen     take_green_component(I) 

4. Ismoothed     smooth_filter_3x3(IGreen )  

5. K        Find_Kernel(rotation_degree, Lbest, σ best, Tbest)  

6. Result_image     image_filter(Ismoothed, K) 

7. I’        threshold_at_best_threshold_level(Result_image) 

8. Return I’ 

9. End 
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The fitness function for the genetic algorithm of the second order GMF is the area 

under the ROC, which in turn will select the fittest individual represented by the highest 

area under the ROC coded by its L, σ, T, and t. 

 

5.1. Implementation of the Optimized Second Order GMF 

In this thesis, also a genetic algorithms are implemented to optimize the 

parameters used by (Gang el al., 2002), which consist from {L, σ, T} parameters and t 

parameter which is added to control the width of the blood vessel diameter. Genetic 

algorithms take the range of these parameters to initialize the input population, and then 

they run until one of the stopping criteria is satisfied. As a result, the fittest individual 

which represent by the highest area under the ROC will returned from the final 

population and coded by its L, σ, T and t. Then, these filter parameters are considered as 

the optimum filter for all images. 

 

Second order GMF has the same three stages of implementation of the optimized 

GMF in detection, but the only difference is the usage of the second order GMF equation 

with the  new parameters found by genetic algorithm to construct the 12 kernels, Firslty, 

the green band of the retinal image is smoothed by 3 × 3 average filter. Then, a genetic 

algorithm is run to search for the best second order GMF parameters to build 12 kernels 

to apply them on the smoothed image. The corresponding responses from 12 kernels are 

compared and the maximum value at each pixel is returned. Finally, the resulting image 

is also smoothed by a 3 × 3 averaging filter and then is thresolded at the optimum 

threshold.      
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Discussion and Analysis of Results 

An evaluation for our optimized GMF and its second order derivative is presented 

in this section. Depending on the used materials, the performed experiments, result 

analysis, performance measurements, and a comparison of the result for our optimized 

system with the other existing systems working in the same field are discussed.  

  

1. Materials 

The optimized GMF with the new filter parameters is tested on two databases: 

DRIVE (Digital Retinal Images for Vessels Extraction) database (Staal et al., 2004) and 

Hoover database (Hoover et al., 2000). The DRIVE database contains 40 digital retinal 

images, shared equally by training and test set, along with their corresponding masks and 

hand labels (7 of those images have some pathological changes; four of them belongs to 

the test set). All hand labels were obtained by an experienced pathology (Staal et al., 

2004). The DRIVE images are colored RGB images were captured in a digital form using 

a canon CR5 nonmydriadic 3CCD camera at 45˚ field of view, where these images were 

obtained from a diabetic retinopathy screening program in the Netherlands each one of 

size 565 × 584 pixels.  

 

The Hoover database contains 20 digital retinal images along with their 

corresponding hand labels (10 of those images contain some pathology). These images 

are also colored RGB digitize slides captured by a Topcon TRV-50 fundus camera at 35˚ 

field of view, where each slides were digitized to 700 × 605 pixels, 8 bits per color band.  
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2. Hardware and Software 

 The GAMF optimization is implemented using MATLAB version 7.0, and all the 

experiments are tested on a 1.7 GHz, 512 MB of RAM labtop running under Windows 

XP, Home edition.  

 

3. Experimental Results 

In genetic algorithms experiments, we must determine the number of the 

generations in order to guarantee the termination of the search process. This is because 

the GAMF does not reach to the fitness function’s upper bound (which is one) due to the 

false response of the matched filter to the optic disc. Thus, the generations is determined 

to be 500, and if the search process is needed to be more than 500, the final population 

which produced from a favor run can be entered to be an initial population to a new run 

of genetic algorithm. 

 

Different number of experiments are performed on genetic algorithms with it is a 

predetermined operators to search for the best parameters of the GMF and its second 

order derivative. Only the first image of the DRIVE database is used as input to the 

genetic algorithms to find these best parameters. The initial ranges of those parameters 

must be determined for creation of the initial population, because the performance of the 

genetic algorithms is dependent on a good estimation of the input data to the fitness 

function. The range for L is from 0 to 15, for σ is from 0 to 10, and for T is from 0 to 10. 

In experiments of finding the best degree of rotation, the range of NOK is from 6 to 72 

(i.e. the degree of rotation is randomly chosen in the initial population between 60˚ and 
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2.5˚). Also, in the genetic algorithms for optimizing the second order GMF, the initial 

ranges of L, σ, and T are still as it is, but the value of the parameters t is picked from the 

range 0 to 10. Of course, these ranges are used to create just the initial population, and 

then the subsequent populations are created from the initial one using genetic algorithm 

operators (evaluation of fitness, selection, crossover, and mutation), and may result in 

creating input data out of ranges.  

 

The optimized GMF and its second order derivative with those best parameters 

are applied to the 20 retinal images in the test set of the DRIVE database and Hoover 

database. The area under the ROC and Maximum Average Accuracy (MAA) are 

calculated for the resulting images as a performance measures. The MAA is the average 

accuracy for all images used in the measurements. The accuracy and the area under the 

ROC for one image are calculated as described in the calculation of the fitness functions 

in a previous section. 

 

In all experiments, the green band is used since it gives a sharp contrast to blood 

vessels as proposed previously (Chaudhuri et al., 1989), (Gang et al., 2002), and (Al-

Rawi et al., 2006). This also confirmed in our experiments. Verification that smoothing 

gives a higher area under the curve and how it can be affect on the MAA is also shown in 

this section. Finally, the optimized GMF and its second order derivative are compared to 

the other existing described detection methods for automated vessels detection. 
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4. Result of the GAMF Optimization   

 New parameters which are found by genetic algorithms using different 

experiments are shown in Table 1. The optimized matched filter with new proposed 

parameters is applied on the DRIVE database by taking the green band of the 20 retinal 

images in the test set to smooth them by 3 × 3 average filter. Then, the produced new 

filters parameters are used to construct different number of kernels to apply them on each 

image in the test set of the DRIVE database. After that, the resulting images are also 

smoothed by 3 × 3 averaging filter to threshold each image by different threshold levels 

to evaluate the area under the ROC and the MA.  

 

T  σ  L  Filter Name  
5.2275  0.4942  13.6947  Filter 1  
4.2361  1.1575  13.6811  Filter 2   
10.52471.0485 13.7268 Filter 3  
4.5736 1.2105 12.7252 Filter 4  
4.6490 1.0880 12.5601 Filter 5  
6.2866  0.5745  13.4086  Filter 6   
5.7720  0.6119  8.3613  Filter 7   
5.8148  0.5702  6.6902  Filter 8   
5.9020  0.6374  6.6959  Filter 9  

8  1.9  10.8  OGMF, Al-Rawi et al., (2006) 
6  2  9  GMF, Chaudhuri et al., (1989) 

 

The area under the ROC are computed after the true_ratio and the false_ratio are 

calculated at each threshold level by comparing the thresholded image with the 

hand_labeled image as described in algorithm 6 in a previous section. The true_ratio and 

Table 1  The new proposed filter parameters for the GMF that found 
by Genetic Algorithm 
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the false_ratio are shown as an example in Table 2 for the first image in the DRIVE 

database that thresholded at 20 threshold between 0 and 1 with increment 0.05, then the 

variation between these false_ratio and true_ratio are drawn in the ROC to calculate the 

area under this curve (as we compute the fitness function in genetic algorithm 

experiments) which is shown in Figure 6. But in our evaluation, instead of using 20 

different threshold levels to compute the ROC, we use 1000 thresholds between 0 and 1 

with increment 0.001. Figure 7 shows the area under ROC for the first image in the 

DRIVE database using 1000 thresholds to Filter 1. Figure 8 shows the average ROC 

areas for 20 images in the test set of the DRIVE database using the same filter. 

 

Threshold Levels True Ratio False Ratio 
0.00 1.0000 1.0000 
0.05 0.9940 0.2849 
0.10 0.9512 0.0854 
0.15 0.8691 0.0396 
0.20 0.7775 0.0218 
0.25 0.6649 0.0118 
0.30 0.5460 0.0066 
0.35 0.4418 0.0039 
0.40 0.3586 0.0026 
0.45 0.2836 0.0018 
0.50 0.2161 0.0013 
0.55 0.1628 0.0010 
0.60 0.1243 0.0009 
0.65 0.0965 0.0008 
0.70 0.0783 0.0007 
0.75 0.0639 0.0006 
0.80 0.0509 0.0005 
0.85 0.0384 0.0005 
0.90 0.0290 0.0004 
0.95 0.0220 0.0004 

 

Table 2 True and false ratio for the first image using Filter 1
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Figure 7 The ROC area for the first image in the DRIVE database using 
Filter 2 under 1000 thresholds 

Figure 6 The ROC area for the first image in the DRIVE database 
using Filter 2 under20 thresholds  
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 Results of the comparisons to (Chaudhuri et al., 1989), referred as Gaussian 

Matched Filter (GMF) and (Al-Rawi et al., 2006) referred as Optimized Gaussian 

Matched Filter (OGMF) are shown in Table 3. It is obvious that the new filter 

parameters found in this work gives the highest area under the ROC and MAA. 

Therefore they are superior matched filter parameters. These results are comparable 

with other detection techniques that require many steps and complex algorithms.  

 

 

 

 

Figure 8 Average ROC area for 20 images in the test set of the 
DRIVE database using Filter 2 
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Time needed to 
vessel detection of 
one image in sec 

MAA Average 
ROC area  

Kernel 
size NOK Filter Name  

1.906   0.9427 0.9609  17 × 17  12 Filter 1  
7.125  0.94010.9604  19 × 19  58 Filter 2  
1.750  0.94030.9602 17 × 17 12 Filter 3 
1.750  0.94050.9596 1 9 × 19 12 Filter 4 
1.750  0.94110.9593 17 × 17 12 Filter 5 
2.156   0.9430 0.9591  17 × 17 12 Filter 6  
3.656   0.9425 0.9578  13 × 13 38 Filter 7  
3.110   0.9421 0.9572  11 × 11 32 Filter 8  
4.250   0.9425 0.9596  11 ×11 38 Filter 9  
2.140  0.9369 0.9456  17 × 17  12 OGMF  
1.703  0.8850 0.8082  19 × 19 12 GMF  

 

 Average area under the ROC and the MAA that result from applying Filter 1, 3, 

and 4 to 40 images in the DRIVE database are shown in Table 4.  

 

Filter Name  Average 
ROC area MAA  

Filter 1  0.9592 0.9417 

Filter 3  0.9586 0.9394 

Filter 4  0.9580 0.9396 

 

In a same manner, the optimized GMF is also applied on a Hoover database. 

Table 5 shows the average area under the ROC and the MAA for the 20 retinal images in 

the Hoover database for a five filters from Table1. Figure 9 shows matched filtered 

Table 4 Area under the ROC and the MAA for the 40 
image in the DRIVE database  

Table 3 Comparison of GAMF filters with the GMF and OGMF filters on a test set 
of the DRIVE database.  
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output image and the corresponding thresholded one at the best threshold for the seventh 

image in the Hoover database and also shows the green band for the original image and 

the corresponding hand labeled-image. 

 

Filter Name  Average 
ROC area MAA  

Filter 6 0.9349 0.9386 
Filter 1  0.9345 0.9376 
Filter 4  0.9340 0.9367 
Filter 5  0.9339 0.9369 
Filter 3  0.9334 0.9360 

 

(a) (b) 

(c) (d) 

 

Figure 9 (a) The green band on the original image from the 7th image in Hoover 
database (b) The hand labeled image for a. (c) The matched output image using Filter 
1 (d) The thresholded image at the best threshold. 

Table 5 Area under the ROC and the MAA for the Hoover database 
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As an example for some of kernels that produced from Filter 1 and Filter 4 at 

different rotations are shown in Figure 10 and Figure 11 respectively. In fact, these 

kernels in the convolution process have real values but for displaying purpose, the 

weighting coefficients in the kernels are multiplied by a scale factor of 10 and rounded to 

their nearest integer. To illustrate how these kernels have a Gaussian shaped curve, a 3-D 

graph for kernels of the Filter 1 is drawn in Figure 12.  

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 -9 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

(a) 

0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 
0 0 0 0 0 -6 1 1 1 1 1 0 0 0 0 0 0 
0 0 0 1 0 -8 -2 1 1 1 1 1 0 0 0 0 0 
0 0 1 1 1 -4 -7 1 1 1 1 1 0 0 0 0 0 
0 1 1 1 1 0 -8 -3 1 1 1 1 1 0 0 0 0 
0 1 1 1 1 1 -2 -8 0 1 1 1 1 0 0 0 0 
0 0 1 1 1 1 1 -6 -5 1 1 1 1 1 0 0 0 
0 0 1 1 1 1 1 -1 -9 -1 1 1 1 1 1 0 0 
0 0 0 1 1 1 1 1 -5 -6 1 1 1 1 1 0 0 
0 0 0 0 1 1 1 1 0 -8 -2 1 1 1 1 1 0 
0 0 0 0 1 1 1 1 1 -3 -8 0 1 1 1 1 0 
0 0 0 0 0 1 1 1 1 1 -7 -4 1 1 1 0 0 
0 0 0 0 0 1 1 1 1 1 -2 -8 0 1 0 0 0 
0 0 0 0 0 0 1 1 1 1 1 -6 0 0 0 0 0 
0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

(b) 

 Figure 10 Two kernels produced from filter1 at (a) zero degree (b) 60 degree 
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 3 3 3 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 -2 1 3 3 3 0 0 0 0 0 0 0 0 
0 0 0 0 0 -7 -5 -2 1 3 3 3 0 0 0 0 0 0 0 
0 0 0 0 -2 -5 -7 -5 -2 1 3 3 3 0 0 0 0 0 0 
0 0 0 3 1 -2 -5 -7 -5 -2 1 3 3 3 0 0 0 0 0 
0 0 3 3 3 1 -2 -5 -7 -5 -2 1 3 3 3 0 0 0 0 
0 0 0 3 3 3 1 -2 -5 -7 -5 -2 1 3 3 3 0 0 0 
0 0 0 0 3 3 3 1 -2 -5 -7 -5 -2 1 3 3 3 0 0 
0 0 0 0 0 3 3 3 1 -2 -5 -7 -5 -2 1 3 0 0 0 
0 0 0 0 0 0 3 3 3 1 -2 -5 -7 -5 -2 0 0 0 0 
0 0 0 0 0 0 0 3 3 3 1 -2 -5 -7 0 0 0 0 0 
0 0 0 0 0 0 0 0 3 3 3 1 -2 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 3 3 3 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

(a)  

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 3 3 1 -4 -7 -4 1 3 3 0 0 0 0 0 
0 0 0 0 0 3 3 1 -4 -7 -4 1 3 3 0 0 0 0 0 
0 0 0 0 0 3 3 1 -4 -7 -4 1 3 3 0 0 0 0 0 
0 0 0 0 0 3 3 1 -4 -7 -4 1 3 3 0 0 0 0 0 
0 0 0 0 0 3 3 1 -4 -7 -4 1 3 3 0 0 0 0 0 
0 0 0 0 0 3 3 1 -4 -7 -4 1 3 3 0 0 0 0 0 
0 0 0 0 0 3 3 1 -4 -7 -4 1 3 3 0 0 0 0 0 
0 0 0 0 0 3 3 1 -4 -7 -4 1 3 3 0 0 0 0 0 
0 0 0 0 0 3 3 1 -4 -7 -4 1 3 3 0 0 0 0 0 
0 0 0 0 0 3 3 1 -4 -7 -4 1 3 3 0 0 0 0 0 
0 0 0 0 0 3 3 1 -4 -7 -4 1 3 3 0 0 0 0 0 
0 0 0 0 0 3 3 1 -4 -7 -4 1 3 3 0 0 0 0 0 
0 0 0 0 0 3 3 1 -4 -7 -4 1 3 3 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

(b) 

 
 
 
 
 

Figure 11   2 kernels fromFilter4 at (a) 45 degree (b) 90 degree 
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Figure 12 A 3-D graph for the kernel produced from filter 1 at (a) zero degree 
(b) 60 degree of rotation which shown in figure 10  
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The GMF is usually rotated by 15˚ to produce 12 kernels in different directions 

(Banumathi et al., 2003) and (Chaudhuri et al., 1989). We have carried out different 

number of experiments to verify this further. Initially: Experiments under different 

degrees of rotation are performed to show whether there it’s better to use other degrees 

to rotate the GMF rather than using 15 as a degree of rotation for a certain filter 

parameters. These experiments are illustrated in Table 6 and Table 7 using Filter 3 

and Filter 6 with the following parameters (L,σ , T) = (13.7268, 1.0485, 4.2337), and 

(L,σ , T) = (13.4086, 0.5745, 6.2866) respectively. Table 8 shows the comparison of 

the MA upon rotating Filter 6 by different angles. The last two rows in these tables 

show the average and standard deviation of the areas under the ROC for the 20 retinal 

images of the test set. 

 

 It must be noted that if NOK is 12 in Table 3, this means that NOK value is 

held fixed to genetic optimization and only (L,σ , T) are optimized. In addition, θ  

which is the degree of rotating the filter is calculated using ( NOK/180=θ ) and in all 

forthcoming, mentioning only (L,σ , T) means that the filter is rotated via 15˚ 

(NOK=12) unless stated otherwise.  
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Img no θ = 60˚ θ = 30 ˚ θ = 15˚ θ = 7.5 ˚ θ = 5 ˚ θ = 2.5˚ 
1 0.9716 0.9778 0.9780 0.9781 0.9782 0.9783 
2 0.9686 0.9749 0.9751 0.9751 0.9753 0.9753 
3 0.9540 0.9628 0.9633 0.9632 0.9637 0.9637 
4 0.9481 0.9543 0.9546 0.9546 0.9549 0.9549 
5 0.9473 0.9525 0.9526 0.9524 0.9528 0.9528 
6 0.9410 0.9495 0.9498 0.9497 0.9501 0.9502 
7 0.9430 0.9505 0.9509 0.9509 0.9512 0.9512 
8 0.9431 0.9506 0.9511 0.9510 0.9518 0.9517 
9 0.9441 0.9514 0.9516 0.9515 0.9519 0.9519 
10 0.9519 0.9586 0.9589 0.9588 0.9592 0.9592 
11 0.9379 0.9456 0.9460 0.9461 0.9467 0.9467 
12 0.9503 0.9570 0.9574 0.9577 0.9579 0.9579 
13 0.9463 0.9545 0.9547 0.9549 0.9550 0.9552 
14 0.9639 0.9709 0.9709 0.9709 0.9713 0.9713 
15 0.9591 0.9646 0.9650 0.9650 0.9654 0.9654 
16 0.9510 0.9583 0.9584 0.9583 0.9587 0.9587 
17 0.9485 0.9556 0.9555 0.9552 0.9561 0.9560 
18 0.9521 0.9575 0.9579 0.9578 0.9582 0.9582 
19 0.9628 0.9677 0.9678 0.9677 0.9683 0.9683 
20 0.9578 0.9631 0.9634 0.9635 0.9638 0.9639 

mean 0.9521 0.9589 0.9591 0.9591 0.9595 0.9595 
Std 0.0093 0.0088 0.0087 0.0087 0.0087 0.0087 

 

 

 

 

 

 

 

 

 

 

 

Table 6 The area under the ROC for the 20 image in the test set of the DRIVE 
database using Filter 6 via different degree of rotations. 
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Img no θ = 60˚ θ = 30 ˚ θ = 15˚ θ = 7.5 ˚ θ = 5 ˚ θ = 2.5˚ 
1 0.973 0.9801 0.9803 0.9803 0.9654 0.9669 
2 0.9686 0.9756 0.9758 0.9761 0.9585 0.9592 
3 0.9498 0.9615 0.9620 0.9627 0.9439 0.9452 
4 0.9475 0.9552 0.9556 0.9556 0.9368 0.9371 
5 0.9455 0.9525 0.9528 0.9532 0.9395 0.9404 
6 0.9404 0.9493 0.9497 0.95 0.9212 0.9237 
7 0.9435 0.9525 0.9531 0.9534 0.9325 0.9323 
8 0.9432 0.9526 0.9529 0.9535 0.927 0.9279 
9 0.944 0.9528 0.9529 0.9532 0.9314 0.9334 
10 0.9509 0.9596 0.9600 0.9603 0.9452 0.9458 
11 0.9382 0.9481 0.9483 0.9488 0.9243 0.9243 
12 0.9481 0.9574 0.9575 0.9578 0.9382 0.9396 
13 0.9443 0.9544 0.9543 0.9544 0.9309 0.9324 
14 0.9625 0.9716 0.9717 0.972 0.9554 0.9564 
15 0.9586 0.9657 0.9661 0.9664 0.9507 0.95 
16 0.9513 0.9605 0.9604 0.9607 0.9407 0.943 
17 0.948 0.9563 0.9563 0.9568 0.9264 0.9288 
18 0.9524 0.959 0.9592 0.9595 0.9393 0.9415 
19 0.9645 0.9707 0.9708 0.9712 0.9585 0.9592 
20 0.9583 0.965 0.9652 0.9653 0.9499 0.9525 

mean 0.9516 0.9600 0.9602 0.9606 0.9408 0.9420 

Std 0.0096 0.0089 0.0089 0.0088 0.0125 0.0124 
 

 

 

 

 

 

 

 

Table 7 The area under the ROC for the 20 image in the test set of the DRIVE 
database using Filter 3 via different degree of rotations. 
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img no θ = 60˚ θ = 30 ˚ θ = 15˚ θ = 7.5 ˚ θ = 5 ˚ θ = 2.5˚ 

1 0.9491 0.9547 0.9548 0.9545 0.9548 0.9548 
2 0.9422 0.9481 0.9483 0.9482 0.9483 0.9483 
3 0.9342 0.9403 0.9406 0.9402 0.9403 0.9401 
4 0.9351 0.9393 0.9394 0.9396 0.9395 0.9395 
5 0.9351 0.9399 0.9404 0.9402 0.9404 0.9403 
6 0.9306 0.9352 0.9353 0.9351 0.9355 0.9354 
7 0.9289 0.9339 0.9344 0.9342 0.9346 0.9346 
8 0.9303 0.9337 0.9341 0.9339 0.9343 0.9341 
9 0.9369 0.9411 0.9408 0.9404 0.9403 0.9401 
10 0.9404 0.9443 0.9447 0.9448 0.9452 0.9451 
11 0.9312 0.9360 0.9359 0.9357 0.9360 0.9360 
12 0.9357 0.9406 0.9412 0.9410 0.9411 0.9409 
13 0.9290 0.9355 0.9360 0.9360 0.9363 0.9363 
14 0.9447 0.9502 0.9501 0.9499 0.9501 0.9501 
15 0.9459 0.9495 0.9497 0.9497 0.9500 0.9499 
16 0.9352 0.9418 0.9420 0.9418 0.9421 0.9420 
17 0.9397 0.9437 0.9437 0.9435 0.9442 0.9441 
18 0.9420 0.9456 0.9457 0.9457 0.9460 0.9460 
19 0.9516 0.9575 0.9573 0.9571 0.9574 0.9574 
20 0.9424 0.9455 0.9461 0.9461 0.9464 0.9463 

mean 0.9380 0.9428 0.9430 0.9429 0.9431 0.9431 
std 0.0067 0.0067 0.0066 0.0066 0.0066 0.0067 

 

The results in Table 6 show that when the degree of rotation is decreased, the area 

under the ROC is increased by a small ratio. However, this conclusion is not valid for 

Table 7, which shows reduction in the area under the ROC at 5˚ and 2.5˚ of rotation, and 

the corresponding conclusions are shown in Figure 13 and 14 that plot the average area 

under the ROC for the 20 DRIVE images respectively under different rotations. 

Therefore, the natural selection experiments of the genetic algorithms are performed to 

Table 8 The MA for the 20 image in the test set of the DRIVE database using 
Filter 6 via different degree of rotations. 
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find the best degree of rotation. The input chromosome to the genetic algorithm becomes 

four instead of three. The NOK is the fourth input data in addition to the original three 

parameters L,σ , and T to become (L,σ , T , NOK). The NOK is the number of kernels 

where the degree of rotation is computed from it. Filters 2, 7, 8, and 9 which exist in 

Table1 are the resulting filters from these experiments.  
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Figure 13 The average area under the ROC for the 20 retinal images of the 
DRIVE database under different rotations using Filter 6. 
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A clear difference can be seen between matched filter output images and the 

corresponding thresholded ones obtained by the optimized GMF using Filter 6 under 60˚, 

30˚, 15˚, 7.5˚, 5˚, and 2.5˚ of rotations in Figure 15. This figure also shows the green band 

of the original image and the hand labeled image for the first image in the DRIVE 

database for comparison purposes. Also, using Filter 7, the matched filter output image 

and the corresponding thresholded one at the best threshold, are shown in Figure 15 too. 

 

 

Figure 14 The average area under the ROC for the 20 retinal images of 
the DRIVE database under different rotations using Filter 3. 
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 (a)  (b) 

 (c) (d) 

 (e) (f) 
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(g)  (h) 

 (i)  (j) 

(k)  (l) 
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(m)  (n) 

 (o)  (p) 

 
It is worth to mention that the fitness function which used to find Filter 7, 8, and 9 

is the MA to obtain the best value for the NOK which produce the best degree of rotation 

that maximizing the accuracy. From this, we conclude that the filter parameters which 

results from the genetic algorithms that use a MA as fitness function give a lower area 

under the ROC. This is because while the genetic algorithm is running, it searches for the 

parameters that maximizing the accuracy without taking the area under the ROC into 

Figure 15 (a) The green band of the original image (b) Hand labeled image. (c), (e), (g), (i), 
(k), and (m) Results of applying the optimized GMF with Filter 6 under these amount θ = 
60˚, 30˚, 15˚, 7.5˚, 5˚, and 2.5˚ respectively  and the corresponding thresholded images at 
the best threshold are shown in (d), (f), (h), (j), (l), and (n). (o) Result of applying the 
optimized GMF with Filter 7. (p) The corresponding thresholded image of (o).     

A
ll 

R
ig

ht
s 

R
es

er
ve

d 
- 

L
ib

ra
ry

 o
f 

U
ni

ve
rs

ity
 o

f 
Jo

rd
an

 -
 C

en
te

r 
 o

f 
T

he
si

s 
D

ep
os

it



www.manaraa.com

 98

consideration. In contrast, the genetic algorithms that have the area under the ROC as a 

fitness function give the highest performance in both measures.  

 

Figure 15 (o) and (p) shows the matched filtered output image and the 

corresponding thresholded one at the optimum threshold using Filter 7 which produce 

from experiment that use a MA as a fitness function. Because our goal when finding 

these filters parameters is maximizing the accuracy, small vessels start to appear in the 

thresholded image in parallel with small amount of noises that yield to lowering the 

average area under the ROC as we can see in Figure 15.   

 

In the experiment that we try to find the best degree of rotation that uses the area 

under the ROC as a fitness function, we got Filter 2 which has a high area under the ROC 

(0.9604). This filter results in constructing 58 kernels, which needs more time than other 

filters to apply it on one image (7.125 secs). But, Filter 1 which has the highest area 

under the ROC (0.9609) and constructs 12 kernels, takes shorter time (1.906 secs). This is 

also true for other filters, therefore, we conclude that using 15 as a degree of rotation is 

adequate to achieve good results.  

 

The verification that the green band of a digital retinal image is more 

appropriate than other bands is shown in the below experiments. In one experiment, 

we implemented filter 6 with parameters (L,σ , T) = (13.4086, 0.5745, 6.2866) to each 

band of the retinal image. From the results shown in Table 9 we can see that the 

performance of the green band gives the highest area under the ROC not forgetting 
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that the green band has been used in genetic optimization. To be sure that this is not a 

learning process (a phenomena known as overfitting) on the green band, we ran an 

additional two different genetic optimizations on each of the red and the blue bands. 

In each run a different band of the first image in the DRIVE database is used as an 

input to the genetic optimization. Then, for comparison purpose, the resulting filter 

parameters from each band are applied to the corresponding bands in the 20 retinal 

images of the test set of the DRIVE database. As shown in Table 10, the green band 

has a highest area under the ROC. The Blue and the red bands are not suitable for 

detection of the blood vessel from the retinal images, because the blue band does not 

have enough details, and the red band has much noise. Therefore, the areas under the 

ROC for the red and blue bands are lower than the area under the ROC for the green 

band. 

 

Band  Average ROC Area

Green 0.9591 
Blue 0.9227 
Red 0.9071 

 

 

Filters Found by GA Genetic Algorithm (GA) 
on L σ T 

Average 
ROC Area 

Green Band 13.6947 0.4942 5.2275 0.9609 
Blue Band 20.5874 0.7678 4.6285 0.9265 
Red Band 15.0804 1.0707 3.4808 0.9130 

 

Table 9 Average area under the ROC for the 20 retinal 
images of the DRIVE under different bands using Filter 6 

Table 10 Average area under the ROC for filters that results from genetic algorithm 
experiments on a Red and Blue band and comparing it to the green band using Filter 2 
on a test set of the DRIVE database 
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Because the original image may contain some noise and could lead to false 

detection pre-processing and/or post-processing steps might be required to improve 

the results. Thus, smoothing the green band of the retinal image prior and after the 

application of matched filter image by using a 3 3×  average filter gives a higher area 

under the ROC curve, Table 11 shows that. Unfortunately, smoothing as described 

above gives a lower MAA due to blurring small details in the retinal images that 

yields sometimes to loose some of small vessels. 

 

 

MAA with 
smoothing 

MAA 
without 

smoothing  

Average ROC 
area with 
smoothing 

Average ROC 
area without 
smoothing  

Filter Name 

0.9377  0.9430  0.9591  0.9559  Filter 6   
0.9382  0.9427  0.9609  0.9545  Filter 1   
0.9380 0.9405 0.9596 0.9518 Filter 4  
0.9379 0.9403 0.9602 0.9513 Filter 3  
0.9383 0.9411 0.9593 0.9513 Filter 5  

  

 

It is very important in real world implementations to know how to 

automatically find the highest accuracy of the threshold image since no hand label 

exits. To find the best threshold that can be used to segment the matched filter output 

image, a good thresholding procedure is needed. A simple method is performed by 

calculating the accuracy at each threshold, and the threshold which gives the 

maximum accuracy is determined and is considered the best threshold. For all images, 

Table 11 Differences in the average area under the ROC and MAAs that result from 
smoothing the green band for the test set of the DRIVE database. 
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the average of the best thresholds that gives the MA is calculated. This best average 

threshold value can then be used to automatically segment any continuous image 

produced by the matched filter. Using the matched filter that has the parameters (L,σ , 

T) = (13.4086, 0.5745, 6.2866), the best average threshold values are calculated for 

the 20 image of the test set of the DRIVE database, Table 12 gives the MA and the 

best average thresholds found. 

 

 

Image 
number 

Maximum 
Accuracy 

Threshold at 
Maximum 
Accuracy 

Accuracy at 
Average 

Threshold 

Error Rate between the MA 
and Accuracy calculated at 

the Average Threshold 
1 0.9548 0.3000 0.9549 0.0001 
2 0.9483 0.3500 0.9480 0.0003 
3 0.9406 0.2500 0.9373 0.0033 
4 0.9394 0.3500 0.9394 0.0000 
5 0.9404 0.2500 0.9370 0.0034 
6 0.9353 0.2500 0.9323 0.0030 
7 0.9344 0.3500 0.9336 0.0008 
8 0.9341 0.3000 0.9341 0.0000 
9 0.9408 0.2500 0.9386 0.0022 
10 0.9447 0.3000 0.9444 0.0003 
11 0.9359 0.4000 0.9309 0.0050 
12 0.9412 0.3000 0.9412 0.0000 
13 0.9360 0.3000 0.9355 0.0005 
14 0.9501 0.3500 0.9490 0.0011 
15 0.9497 0.4500 0.9435 0.0062 
16 0.9420 0.3000 0.9417 0.0003 
17 0.9437 0.3000 0.9439 0.0002 
18 0.9457 0.3500 0.9458 0.0001 
19 0.9573 0.3000 0.9575 0.0002 
20 0.9461 0.3000 0.9455 0.0006 

Mean 0.9430 0.3150 0.9417 0.0013 
Standard 
Deviation 0.0066 0.0516 0.0072 0.0018 

 

Table 12 Determining the average threshold of the matched filter with Filter 6 for the 
test set of the DRIVE database. 
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Table 13 shows the mean and the standard deviation of the MA, best thresholds, 

accuracy at the best average threshold, and the error rate between the MA and accuracy 

calculated at the best average threshold for different filter parameters as given in Table 1 

of the 20 images of the test set of the DRIVE database.  

 

 

Filter 
Number 

Maximum 
Accuracy 

Average Threshold 
at Maximum 

Accuracy 

Accuracy at 
Average 

Threshold 

Error Rate between the MA 
and Accuracy calculated at the 

Average Threshold 
Mean(Filter1) 0.9401 0.3675 0.9389 0.0013 
STD (Filter1) 0.0067 0.0613 0.0072 0.0005 
Mean(Filter2) 0.9427 0.2575 0.9416 0.0012 
STD (Filter2) 0.0068 0.0438 0.0074 0.0005 
Mean(Filter3) 0.9403 0.3400 0.9391 0.0011 
STD (Filter3) 0.0068 0.0576 0.0072 0.0004 
mean(Filter4) 0.9405 0.3650 0.9392 0.0013 
STD (Filter4) 0.0068 0.0587 0.0072 0.0004 
mean(Filter5) 0.9411 0.3500 0.9398 0.0012 
STD (Filter5) 0.0068 0.0487 0.0072 0.0005 
mean(Filter6) 0.9430 0.3150 0.9417 0.0013 
STD (Filter6) 0.0066 0.0516 0.0072 0.0006 
mean(Filter7) 0.9425 0.2175 0.9416 0.0009 
STD (Filter7) 0.0075 0.0373 0.0077 0.0002 
mean(Filter8) 0.9421 0.1650 0.9413 0.0008 
STD (Filter8) 0.0078 0.0235 0.0080 0.0001 
mean(Filter9) 0.9425 0.1700 0.9417 0.0009 
STD (Filter9) 0.0076 0.0299 0.0079 0.0003 

 
 

As can be seen in Table 13, Filter 1 is chosen as the best filter since it gives the 

highest average ROC area and MAA among other matched filters, though some might 

choose Filter 6. 

 

Table 13 The difference in MAA between thresholding at the best threshold and 
thresholding at the average threshld.   
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The Difference between thresholding the matched output images at the best 

threshold and at the best average threshold are illustrated in Figure 16 for the first five 

images in the DRIVE database. As we note, there is no difference between these images, 

therefore we can use the best average threshold to automatically threshold any image 

produced by the matched filter. 
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Figure 16 The Difference between thresholding the matched output images at the optimum 
threshold (in the first column) and at the average threshold (0.2575) of the Filter 1 (in the 
second column) for the first five images in the DRIVE database.  
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All the previous results and experiments are performed on the bitmap images (that 

have an extension .BMP). This kind of images gives a higher average area under the 

ROC and MAA than using JPEG images. The results of using JPEG images for 

computing an average area under the ROC and MAA for all filters in Table 1 are exist in 

Appendix A. Also the results of applying the filter 6 on components other than the green 

band gives a higher average area then using BMP images. 

   

5. Results of the Second Order GMF Optimization 

 Optimizing the second order GMF consists of two phases of experiments; Firstly, 

experiments on a genetic algorithms to find better set of {L, σ, T, t} parameters are 

conducted on the first image of the DRIVE database. Results of these experiments are 

shown in Table 14. We achieve the highest ROC with Filter 10 and the ROC diagram 

for this filter on 20 retinal images in the test set of the DRIVE database is shown in 

Figure 17. The matched filter output image and the corresponding thresholded one at 

the best threshold by Filter 10 are shown in Figure18. 

 

   

MAA Average 
ROC area  NOK t T  σ  L  Filter 

Name 

0.9405 0.9616  21 × 21 1.4395  7.3223  1.3558 14.9781 Filter 10 

0.9398 0.9609  21 × 21 5.5482  7.6672  1.5619 15.3362 Filter 11
0.93720.9604 17 × 17 -6.3232 5.4239 1.020212.6243Filter 12
0.9367 0.9602  23 × 23 -16.9825 16.7462 1.6184 17.2832 Filter 14 
0.9384 0.9601  23 × 23 -8.9212  14.3777 1.6530 17.3297 Filter 15 
0.9384 0.9599 25 × 25 3.1493  4.372  1.0921 20.4177 Filter 13 

Table 14 The new proposed filter parameters for the second order GMF that found by 
Genetic Algorithm 
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(a) 

 
(b) 

 

The results shown in Table 15 are different from the results of (Gang et al., 2002). 

They didn’t determine certain values for σ  that exist in the second order GMF to wok 

Figure 18 (a) Result of applying the optimized second order GMF using Filter 10 
(b) the corresponding thresholded image at the best threshold. 

Figure 17 Average ROC area for 20 images in the test set of the DRIVE 
database using Filter 10. 
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with it, where the values of σ  was adaptively adjusted according to the vessel width in 

the detection, which consider a hard work. Therefore, we found a specified value for σ  

with a combination of L, T, and t as in Table 14.  

 

Another experiments are conducted on a genetic algorithm to find better value for 

{L, T} where the value of t is set as proposed by (Gang et al., 2002) and we set a different 

scale of σ  as {0.5, 1, 1.5, 2.5}. These experiments give an acceptable area under the 

ROC but give lower accuracy. However, (Gang et al., 2002) didn’t mention in their 

experiments what the values were used for σ  or at least what the initial values, and they 

achieve 94.3% of detection for the blood vessels without using standard databases. The 

results of our experiments on a genetic algorithm are shown in Table 15.       

 

L1 L2 L3 L4 T1 T2 T3 T4 
Average 

ROC 
area 

MAA 

19.7106 61.9359 21.3867 63.7904 7.0872 22.3909 4.9152 0.0221 0.9584 0.9378

10.9506 24.1763 23.5337 42.9453 28.2158 5.3594 14.6095 13.3025 0.9565 0.9300

 

The detection of blood vessels using the GMF with new filter parameters is good 

enough to give an acceptable accuracy of detection, because the second order GMF give 

more false response to the optic disc other than the GMF. Also results of applying the 

second order GMF to the JPEG images are shown in Appendix A. 

 

 

Table 15 New parameters for {L, T} while t = 3. 5 and the values of  σ  are {0.5, 1, 
1.5, 2.5} for the second order GMF on the test set of the DRIVE database. 
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6. A Comparison with Other Detection Techniques  

A comparison between vessels detection methods is performed to show where the 

performance of the optimized matched filter and its second order derivative by genetic 

algorithm stands with respect to other detection algorithms. The comparison depends on 

the area under the ROC and the MAA, where the test set of the DRIVE database are used 

for evaluating the accuracy of the methods. Figure 19 shows the average areas under the 

ROC for the 20 DRIVE images using nine different methods. GMF is the original 

Gaussian Matched Filter with its original parameters (L,σ , T) = (9, 2, 6) as proposed by 

(Chaudhuri et al., 1989). GAMF is the optimized Gaussian matched filter by genetic 

algorithm with parameters (L,σ , T) = (13.6947, 0.4942, 5.2275) which is Filter 1 in 

Table 1. OGMF is the Optimization Gaussian Matched Filter by (Al-Rawi et al., 2006) 

using (L,σ , T) = (10.8, 1.9, 8). 
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GAMF, this work
Second Order GAMF, this work
Staal et al.,(2004)
Al-Rawi et al., (2006)
Zana and Klein, (2001)
Chaudhuri et al., (1989)
Li et al., (2000)
Sobel operator
Prewitt operator

 

 

As we notice in Figure 19, the (Staal et al., 2004) method has a higher area under 

the ROC when the false ratio is less than 0.11; otherwise, our algorithms (GAMF and the 

Second order GAMF) has a higher area. This is because the false response of a GMF and 

its second order derivative to the optic disk is higher than that of the Staal’s, which they 

used a supervised method that computes many feature vectors to classify vessel from 

non-vessel pixels. 

 

An overview of the comparison between the previous methods and the proposed 

GAMF is shown in Table 16. All the average ROC areas and the MAAs described in 

Table 16 are found by our programs and not adopted from other papers. Matched filtered 

Figure 19 Average area under the ROC for 20 images in the test set of the DRIVE 
database for nine different methods. 
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output images for the GMF and the OGMF methods are found by entering its parameters 

as an input to the GMF program. The output images from Kirsh's (Li et al., 2000), Sobel, 

and Prewitt operators are found by applying its filters bank to the green band of the 

retinal images. It is worth to mentioning that the filtered output images from (Zana and 

Klein, 2001) and (Staal et al., 2004) methods are downloaded from the website 

(http://www.isi.uu.nl/Research/Databases) and used to compute the ROC area and the 

MAA. These images and the corresponding thresholded ones at the optimum threshold 

are shown in Figure 20. 

 

 

 

These output images from different segmentation methods are used to compute 

the ROC areas and the MAA. Due to differentiations in the levels of  and in other steps 

(like smoothing, ….) to the output images from segmentation methods which used by our 

Time needed to vessel detection of one 
image in sec MAA  Average 

ROC area  Vessel Detection Method  

1.906 seconds on a 1.7 GHz, centrino  0.9427  0.9609  GAMF (Filter 2, this work)  

2.515 seconds on a 1.7 GHz, centrino 0.9405 0.9616 Second order GAMF, (Filter 10 
this work)  

2.140 seconds on a 1.7 GHz, centrino  0.9369  0.9456  OGMF, Al-Rawi et al., (2006)  

1.703  seconds on a 1.7 GHz,, centrino  0.8850  0.8082  GMF, Chaudhuri et al., (1989)  
900 seconds on a 1-GHz PC  0.9547  0.9587  Staal et al., (2004)  

NA 0.9439 0.9174 Zana and Klien, (2001) 
0.64 seconds on a 1.6 GHz, centrino  0.8977  0.8692  Kirshes, Li et el., (2000)  
0.26 seconds on a 1.7 GHz, centrino 0.8947  0.7540  Sobel operator  
0.28 seconds on a 1.7 GHz, centrino 0.8956  0.7468  Prewitt operator  

Table 16 Comparison of different methods with the improved matched filter and its 
second order derivative using 20 images in the test set of the DRIVE database using 
50 different threshold levels. 
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program and that used in author’s programs, there is a small difference between the 

values of the average ROC areas and MAA which are existed in our research and those 

values which present in the author's researches.         

 

 (a)  (b) 

(c) (d) 

(e) (f) 
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(g) (h) 

(i) (j) 

(k) (l) 
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Figure 20 The output image from different segmentation methods and the corresponding 
thresholded ones (a) The green band of the original image. (b) Hand labeled image. (c) and 
(d) Staal et al., method. (e) and (f) Zana and Klien  method. (g) and (h) GMF method by 
Chaudhuri et al. (i) and (j) OGMF method by Al- Rawi et al. (k) and (l) GAMF. (m) and (n) 
second order GAMF. (o) and (p) Li et al. method. (q) and (r) Sobel method.    
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The results of applying the GMF, OGMF, and GAMF to the whole DRIVE and 

Hoover database are shown in Appendix B, and Appendix C respectively. The original 20 

images in the test set of the DRIVE database are shown in Figure 26 in Appendix B. The 

comparison between the hand labeled images with segmented images using the GMF, the 

OGMF, and the GAMF (Filter 1) methods at the best threshold for 20 images in the test 

set of the DRIVE database are shown in Figure 27. While Figure 28 shows a comparison 

between the segmented images at the best threshold with that thresholded at the best 

average threshold for the GAMF method using Filter 6. 

 

The original 20 images of the Hoover database are shown in Figure 29 in 

Appendix C. The comparison between the hand labeled images, and the results of 

segmentation using the GMF, the OGMF, and the GAMF (Filter 1) methods at the best 

threshold for images in the Hoover database are shown in Figure 30. Figure 30 shows a 

comparison between the segmented images at the best threshold with that thresholded at 

the best average threshold for the GAMF method using Filter 6. 
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Conclusions and Future Work 

1. Conclusions  

In this thesis, an improvement on the response and the performance of the 

matched filter and its second order derivative has been achieved by proposing superior 

filter parameters. Genetic algorithms have been used to search the fittest Gaussian 

matched filter parameters by comparing a detected-image with a hand labeled-image of 

the first image in the DRIVE database to calculate the area under the ROC or the MA 

which are considered as a fitness functions. Many genetic algorithms experiments have 

been performed resulting in many filters each correspond to the set (L,σ , T). Further 

evaluations shows that the filter with parameters (L,σ , T) = (13.6947, 0.4942, 

5.2275) and its kernels rotated by 15˚ gives the highest area under the ROC. The time 

it requires to apply is short (1.906 seconds) compared to other filters. Using genetic 

algorithms, experiments have been carried out on the components of the retinal image 

other than the green band and showed that the green band gives the best results.  

 Experiments under different degrees of rotations showed that rotating the 

matched filters by 15˚ and 30˚ is adequate to achieve good results in a minimal 

time.  

 All filters could not detect small vessels to an accurate degree.  

 All the Gaussian matched filters obtained via genetic algorithms outperform 

previous matched filters with empirical parameters estimation and it is 

comparable to the best known vessel detection technique. A
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 Performing smoothing with an average filter on each retina image gives higher 

ROC area but results in lowering MAA due to blurring small details in the retinal 

images which results in lose of image fine details. 

 Using the area under the ROC as a fitness function is better than using the MA.  

 

One of the astonishing results is that the value of σ , which determines the spread 

of the Gaussian of the matched filter, is less than one (sometimes near 0.5) in most of 

the performed optimization experiments. This contradicts the 2σ =  value originally 

appeared in the work of Chaudhuri et al., (1989) and 1.9σ =  that appeared in the 

work of Al-Rawi et al., (2006). 

 

In this thesis, we could achieve new parameters that optimized the response of the 

matched filter, but the false response of the optic disc still present as unsolved weak point 

(which reduces the MAA) that needs further investigation and studies to solve it.    

 

2. Future Work 

 Since till now no one automated segmentation technique could achieve accurate 

results as those of the manual one, room is still open for further improvements. As a 

future work we recommend that: 

 Reducing the effect of the false response of the matched filter to the optic disc and 

other lesions in retinal images by training a certain classifier after applying the 

optimized matched filter to classify a vessel from non vessel pixels. 
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 Developing an automated system to analyze the retinal images and considers the 

optimized matched filter as an initial task for this system. 

 Applying the genetic algorithm to find better filter parameters if someone like to 

apply a matched filter to detect blood vessels in other parts in human body.  

 Modifying the matched filter to detect small vessels.  
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1. Result of the GAMF Optimization using JPEG Images   
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Figure 22 Average ROC area for 20 JPEG images in the test set of 
the DRIVE database using Filter 1. 

Figure 21 The ROC area for the first image in the DRIVE database that 
has JPEG extension using Filter 1 under 1000 thresholds  
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Time needed to 
vessel detection of 
one image in sec 

MAA Average 
ROC area  

Kernel 
size NOK Filter Name  

1.906   0.9420 0.9582  17 × 17  12 Filter 1  
7.125  0.94050.9583  19 × 19  58 Filter 2  
1.750  0.94030.9580 17 × 17 12 Filter 3 
1.750  0.94060.9573 1 9 × 19 12 Filter 4 
1.750  0.94110.9570 17 × 17 12 Filter 5 
2.156   0.9422 0.9560  17 × 17 12 Filter 6  
3.656   0.9416 0.9549  13 × 13 38 Filter 7  
3.110   0.9407 0.9542  11 × 11 32 Filter 8  
4.250   0.9413 0.9540  11 ×11 38 Filter 9  
2.140  0.9392 0.9374  17 × 17  12 OGMF  
1.703  0.8850 0.7550  19 × 19 12 GMF  

 

  

 

 

Filter Name  Average 
ROC area MAA  

Filter 2  0.9565 0.9410 

Filter 3  0.9559 0.9394 

Filter 4  0.9557 0.9397 

 

 

 

 

Table 18 Area under the ROC and the MAA for the 40 
image in the DRIVE database (JPEG images)  

Table 17 Comparison of GAMF filters with the GMF and OGMF filters on a test set 
of the DRIVE database which has JPEG images.  
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Img no θ = 60˚ θ = 30 ˚ θ = 15˚ θ = 7.5 ˚ θ = 5 ˚ θ = 2.5˚ 
1 0.9690 0.9756 0.9761 0.9763 0.9764 0.9764 
2 0.9668 0.9724 0.9727 0.9726 0.9728 0.9728 
3 0.9503 0.9600 0.9604 0.9604 0.9609 0.9609 
4 0.9448 0.9513 0.9517 0.9516 0.9520 0.9519 
5 0.9440 0.9491 0.9493 0.9491 0.9497 0.9496 
6 0.9384 0.9460 0.9463 0.9464 0.9468 0.9470 
7 0.9402 0.9478 0.9483 0.9482 0.9484 0.9484 
8 0.9394 0.9467 0.9474 0.9474 0.9483 0.9482 
9 0.9388 0.9459 0.9462 0.9460 0.9464 0.9463 
10 0.9476 0.9542 0.9547 0.9546 0.9549 0.9549 
11 0.9358 0.9435 0.9441 0.9442 0.9447 0.9447 
12 0.9461 0.9534 0.9540 0.9541 0.9544 0.9545 
13 0.9421 0.9501 0.9503 0.9505 0.9506 0.9508 
14 0.9616 0.9690 0.9693 0.9692 0.9695 0.9696 
15 0.9577 0.9636 0.9641 0.9642 0.9645 0.9646 
16 0.9464 0.9546 0.9547 0.9546 0.9550 0.9549 
17 0.9435 0.9505 0.9507 0.9504 0.9512 0.9511 
18 0.9483 0.9539 0.9543 0.9543 0.9546 0.9547 
19 0.9596 0.9651 0.9651 0.9650 0.9656 0.9656 
20 0.9543 0.9596 0.9600 0.9601 0.9605 0.9605 

mean 0.9487 0.9556 0.9560 0.9560 0.9564 0.9564 
Std 0.0097 0.0093 0.0093 0.0093 0.0092 0.0093 

 

 

 

 

 

 

 

 

 

 

 

Table 19 The area under the ROC for the 20 image in the test set of the 
DRIVE database (JPEG images) using Filter 6 via different degree of rotations. 
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Img no θ = 60˚ θ = 30 ˚ θ = 15˚ θ = 7.5 ˚ θ = 5 ˚ θ = 2.5˚ 
1 0.9708 0.9785 0.9788 0.9789 0.9626 0.9643 
2 0.9677 0.9739 0.9742 0.9744 0.9565 0.9578 
3 0.9469 0.9598 0.9604 0.9612 0.9403 0.9417 
4 0.9444 0.9527 0.9531 0.9534 0.9330 0.9331 
5 0.9429 0.9502 0.9505 0.9511 0.9360 0.9371 
6 0.9385 0.9467 0.9472 0.9476 0.9168 0.9195 
7 0.9409 0.9504 0.9509 0.9511 0.9277 0.9277 
8 0.9403 0.9497 0.9504 0.9512 0.9227 0.9239 
9 0.9397 0.9480 0.9482 0.9488 0.9250 0.9272 
10 0.9469 0.9556 0.9562 0.9566 0.9410 0.9417 
11 0.9377 0.9474 0.9478 0.9484 0.9225 0.9225 
12 0.9446 0.9547 0.9550 0.9556 0.9334 0.9354 
13 0.9405 0.9510 0.9511 0.9513 0.9265 0.9280 
14 0.9611 0.9705 0.9707 0.9711 0.9524 0.9537 
15 0.9573 0.9653 0.9658 0.9662 0.9481 0.9474 
16 0.9473 0.9575 0.9576 0.9579 0.9363 0.9387 
17 0.9433 0.9527 0.9529 0.9535 0.9214 0.9241 
18 0.9495 0.9563 0.9568 0.9571 0.9356 0.9383 
19 0.9622 0.9690 0.9692 0.9697 0.9550 0.9561 
20 0.9552 0.9618 0.9622 0.9624 0.9448 0.9477 

mean 0.9489 0.9576 0.9580 0.9584 0.9369 0.9383 

Std 0.0100 0.0094 0.0093 0.0093 0.0131 0.0130 
 

 

 

 

 

 

 

 

Table 20 The area under the ROC for the 20 image in the test set of the 
DRIVE database (JPEG images) using Filter 3 via different degree of rotations. 
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img no θ = 60˚ θ = 30 ˚ θ = 15˚ θ = 7.5 ˚ θ = 5 ˚ θ = 2.5˚ 

1 0.9482 0.9537 0.9542 0.9541 0.9541 0.9540 
2 0.9427 0.9486 0.9489 0.9489 0.9488 0.9487 
3 0.9342 0.9394 0.9399 0.9398 0.9401 0.9400 
4 0.9352 0.9385 0.9391 0.9390 0.9392 0.9390 
5 0.9343 0.9386 0.9392 0.9392 0.9395 0.9395 
6 0.9298 0.9340 0.9346 0.9345 0.9349 0.9347 
7 0.9283 0.9333 0.9337 0.9337 0.9339 0.9339 
8 0.9288 0.9321 0.9325 0.9326 0.9330 0.9330 
9 0.9347 0.9385 0.9388 0.9385 0.9387 0.9386 
10 0.9391 0.9440 0.9440 0.9439 0.9438 0.9437 
11 0.9317 0.9358 0.9359 0.9359 0.9362 0.9361 
12 0.9349 0.9400 0.9403 0.9402 0.9407 0.9407 
13 0.9272 0.9340 0.9340 0.9341 0.9344 0.9344 
14 0.9452 0.9505 0.9501 0.9500 0.9504 0.9504 
15 0.9464 0.9498 0.9500 0.9501 0.9504 0.9504 
16 0.9344 0.9402 0.9404 0.9403 0.9408 0.9408 
17 0.9378 0.9413 0.9418 0.9417 0.9421 0.9420 
18 0.9416 0.9447 0.9454 0.9454 0.9453 0.9453 
19 0.9493 0.9558 0.9560 0.9560 0.9564 0.9563 
20 0.9426 0.9455 0.9456 0.9455 0.9453 0.9452 

mean 0.9373 0.9419 0.9422 0.9422 0.9424 0.9423 

std 0.0068 0.0070 0.0069 0.0069 0.0068 0.0068 
 

 

 

 

 

 

 

 

Table 21 The MA for the 20 image in the test set of the DRIVE database 
(JPEG images) using Filter 6 via different degree of rotations. 
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(m)  (n) 

(o) (p) 

 
 

 

 

 

 

 

Figure 23 (a) The green band of the original image (b) Hand labeled image. (c), (e), (g), (i), 
(k), and (m) Results of applying the optimized GMF with Filter 6 under these amount θ = 
60˚, 30˚, 15˚, 7.5˚, 5˚, and 2.5˚ respectively  and the corresponding thresholded images at 
the best threshold are shown in (d), (f), (h), (j), (l), and (n). (o) Result of applying the 
optimized GMF with Filter 7. (p) The corresponding thresholded image of (o). All of these 
images are JPEG images.     
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Band  Average ROC Area

Green 0.9560 

Red 0.9405 
Blue 0.9387 

 

 

 

Filters Found by GA Genetic Algorithm (GA) 
on L σ T 

Average 
ROC Area 

Green Band 13.6947 0.4942 5.2275 0.9582 
Red Band 15.0804 1.0707 3.4808 0.9455 
Blue Band 20.5874 0.7678 4.6285 0.9428 

 

 

 

 

MAA with 
smoothing 

MAA 
without 

smoothing  

Average ROC 
area with 
smoothing 

Average ROC 
area without 
smoothing  

Filter Name 

0.9374 0.9403 0.9580 0.9580 Filter 3  

0.9368  0.9422  0.9560  0.9533  Filter 6   
0.9376  0.9420  0.9582  0.9526  Filter 1   
0.9371 0.9406 0.9573 0.9498 Filter 4  
0.9374 0.9411 0.9570 0.9494 Filter 5  

 

 

Table 22 Average area under the ROC for the 20 retinal images of 
the DRIVE (JPEG images) under different bands using Filter 6. 

Table 23 Average area under the ROC for filters that results from genetic algorithm 
experiments on a Red and Blue band and comparing it to the green band using Filter 1 
on a test set of the DRIVE database (JPEG images). 

Table 24 Differences in the average area under the ROC and MAAs that result from 
smoothing the green band for the test set of the DRIVE database (JPEG images). 
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Image 

number 

Maximum 

Accuracy 

Threshold at 

Maximum 

Accuracy 

Accuracy at 

Average 

Threshold 

Error Rate between the MA 

and Accuracy calculated at 

the Average Threshold 

1 0.9542 0.3000 0.9541 0.0001 

2 0.9489 0.3000 0.9488 0.0001 

3 0.9399 0.2500 0.9373 0.0026 

4 0.9391 0.3000 0.9391 0.0000 

5 0.9392 0.2500 0.9364 0.0028 

6 0.9346 0.2500 0.9318 0.0028 

7 0.9337 0.3500 0.9331 0.0006 

8 0.9325 0.3000 0.9327 0.0002 

9 0.9388 0.2500 0.9369 0.0019 

10 0.9440 0.2500 0.9431 0.0009 

11 0.9359 0.3500 0.9332 0.0027 

12 0.9403 0.3000 0.9405 0.0002 

13 0.9340 0.3000 0.9342 0.0002 

14 0.9501 0.3500 0.9498 0.0003 

15 0.9500 0.4000 0.9457 0.0043 

16 0.9404 0.3000 0.9405 0.0001 

17 0.9418 0.3000 0.9418 0.0000 

18 0.9454 0.3000 0.9454 0.0000 

19 0.9560 0.3000 0.9562 0.0002 

20 0.9456 0.2500 0.9448 0.0008 

Mean 0.9422 0.2975 0.94127 0.0010 

Standard 

Deviation
0.0069 0.0413 0.0072 0.0013 

 

Table 25 Determining the average threshold of the matched filter with Filter 6 for the 
test set of the DRIVE database (JPEG images). 
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Filter 

Number 

Maximum 

Accuracy 

Average Threshold 

at Maximum 

Accuracy 

Accuracy at 

Average 

Threshold 

Error Rate between the MA 

and Accuracy calculated at the 

Average Threshold 

Mean(Filter1) 0.9405 0.3500 0.9395 0.0009 

STD (Filter1) 0.0068 0.0459 0.0071 0.0011 

Mean(Filter2) 0.9420 0.2375 0.9412 0.0011 

STD (Filter2) 0.0069 0.0319 0.0071 0.0011 

Mean(Filter3) 0.9403 0.3125 0.9396 0.0008 

STD (Filter3) 0.0069 0.0455 0.0070 0.0011 

mean(Filter4) 0.9406 0.3425 0.9397 0.0009 

STD (Filter4) 0.0070 0.0438 0.0071 0.0011 

mean(Filter5) 0.9411 0.3175 0.9403 0.0009 

STD (Filter5) 0.0069 0.0438 0.0070 0.0012 

mean(Filter6) 0.9422 0.2975 0.9413 0.0010 

STD (Filter6) 0.0069 0.0413 0.0072 0.0013 

mean(Filter7) 0.9416 0.1950 0.9411 0.0006 

STD (Filter7) 0.0075 0.0276 0.0075 0.0010 

mean(Filter8) 0.9407 0.1550 0.9403 0.0004 

STD (Filter8) 0.0079 0.0154 0.0079 0.0004 

mean(Filter9) 0.9413 0.1575 0.9409 0.0006 

STD (Filter9) 0.0078 0.0183 0.0077 0.0008 

 
 
 
 
 

 

 

Table 26 The difference in MAA between thresholding at the best threshold and 
thresholding at the average threshld.   
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2. Results of the Second Order GMF Optimization using JPEG Images 

  

   

MAA Average 
ROC area  NOK t T  σ  L  Filter 

Name 
0.9411 0.9594  21 × 21 1.4395  7.3223  1.3558 14.9781 Filter 10 

0.9388 0.9586  21 × 21 5.5482  7.6672  1.5619 15.3362 Filter 11
0.93590.9583 17 × 17 -6.3232 5.4239 1.020212.6243Filter 12
0.9386 0.9577  23 × 23 -16.9825 16.7462 1.6184 17.2832 Filter 13 
0.9386 0.9576  23 × 23 -8.9212  14.3777 1.6530 17.3297 Filter 14 
0.9340 0.9581 25 × 25 3.1493  4.372  1.0921 20.4177 Filter 15 
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Table 27 The new proposed filter parameters for the second order GMF that found by 
Genetic Algorithm using JPEG images. 

Figure 24 Average ROC area for 20 images in the test set of the DRIVE 
database (JPEG images) using Filter 10. 
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(a) 

 
(b) 

 

 

 

L1 L2 L3 L4 T1 T2 T3 T4 
Average 

ROC 
area 

MAA 

19.7106 61.9359 21.3867 63.7904 7.0872 22.3909 4.9152 0.0221 0.9566 0.9358

10.9506 24.1763 23.5337 42.9453 28.2158 5.3594 14.6095 13.3025 0.9553 0.9317

 

 

 

 

 

 

Figure 25 (a) Result of applying the optimized second order GMF using Filter 10 
(b) the corresponding thresholded image at the best threshold for the first image in 
the DRIVE database ( JPEG image). 
 

Table 28 New parameters for {L, T} while t = 3. 5 and the values of  σ  are {0.5, 1, 1.5, 
2.5} for the second order GMF on the test set of the DRIVE database (JPEG images). 
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APPENDIX B 
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 Figure 21 The 20 original images in the test set of the DRIVE database
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Hand Label GMF OGMF GAMF(Filter1) 
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16    

17    

18    

19    

20    

 

Figure 22 The First column is the Hand labeled images and the second, third, and fourth 
columns are the segmented images using GMF, OGMF, and GAMF (Filter 1) respectively 
where each image is thresholded at the best threshold for the test set of the DRIVE database. 
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GAMF(Filter 6) at the 
best threshold 

GAMF (Filter 6) at the 
best average threshold 

(0.315) 

GAMF(Filter 6) at the 
best threshold 

GAMF (Filter 6) at the 
best average threshold 

(0.315) 
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Figure 23 The first and the third columns are the segmented images by GAMF(Filter 6) at the 
best thresholds, and the second and fourth columns are the segmented images using 
GAMF(Filter 6) at the best average threshold (0.315) for the test set of the DRIVE database.  
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APPENDIX C 
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Figure 24 The 20 original images in the Hoover database. 
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Hand Label GMF OGMF GAMF(Filter 1) 
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Figure 25 The First column is the Hand labeled images and the second, third, and fourth 
columns are the segmented images using GMF, OGMF, and GAMF(Filter 1) respectively 
where each image is thresholded at the best threshold for the 20 image in the Hoover 
database. 
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GAMF(Filter 6) at the 
best threshold 

GAMF (Filter 6) at the 
best average threshold 

(0.4125) 
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Figure 26 The first and the third columns are the segmented images by GAMF(Filter 6) at the 
best thresholds, and the second and fourth columns are the segmented images using GAMF(Filter 
6) at the best average threshold (0.4125) for the Hoover database.
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